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Prediction of outcome risk

Prediction of outcome risk
A patient’s baseline risk—her or his probability of experiencing an outcome of
interest—is a crucial component of medical decision making. For example, the
patients’ baseline 10-year cardiovascular is essential in the European Society
of Cardiology and the European Society of Hypertension guidelines of 2018 for
the management of arterial hypertension195. Similarly, an algorithm for man-
agement of osteoporosis has been suggested, based on a patient’s osteoporotic
fracture risk77.
Risk prediction models are mathematical functions relating the presence of the
outcome of interest to a set of measured predictors (covariates). These models
are important tools for the assessment of a patient’s baseline risk121. The per-
formance of a prediction model in new patients is crucial. Model performance
is often expressed by its discrimination, i.e. its ability to separate lower from
higher risk patients, and its calibration, i.e. the agreement of predicted risk to
observed event rates167. Although a risk prediction model may perform well
in terms of discrimination and calibration for risk, it is not necessarily helpful
for medical decision making. Baseline risk is one of the crucial pieces required
for predicting individual responses to treatment. Knowledge of the patients’
responsiveness to treatment, their vulnerability to side-effects and their prefer-
ences for other relevant outcomes is necessary information required for making
truly informed clinical decisions99. Predicting more individualized responses to
treatment is the main challenge of this thesis.

Prediction of treatment effect
In order to provide optimal medical care, doctors are advised to align their
clinical practice with the results of well-conducted clinical trials, or the aggre-
gated results from multiple such trials56. This approach implicitly assumes
that all patients eligible for treatment experience the same effects—benefits
and harms—of treatment as the reference trial population. However, the esti-
mated treatment effect is often an average of heterogeneous treatment effects
and, as such, may not be applicable to most patient subgroups, let alone indi-
vidual patients. If a treatment causes a serious adverse event, then treating all
patients on the basis of an observed average positive treatment effect may be
harmful for some150.
Heterogeneity of treatment effect is the variation of treatment effects on the in-
dividual level across the population99. The identification and quantification of
heterogeneity of treatment effect is crucial for guiding medical decision making
and lies at the core of patient-centered outcomes research. Despite heterogene-
ity of treatment effect being widely anticipated, its evaluation is not straight-
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forward. Individual treatment effects are—by their nature—unobservable: the
moment a patient receives a specific treatment, their response under the alterna-
tives becomes unmeasurable (the “fundamental problem of causal inference”67).
To evaluate a specific individual’s response under an alternative treatment, re-
searchers need to observe the outcomes of other “similar” patients that actually
received the alternative treatment. More individualized treatment effects are
often derived from the average effects estimated within a subgroup of similar
patients. However, patient similarity is not straightforward to assess. Patients
differ in a vast number of characteristics which may or may not be relevant
to modifying treatment responses (the “reference class problem”76. Identifica-
tion of such patient characteristics is challenging. In clinical trials it usually
relies on the detection of statistically significant (pre-specified) interactions of
treatment with measured covariates (subgroup analyses).
As clinical trials are in general only adequately powered to detect an overall
treatment effect of a certain size, subgroup analyses can be highly problematic.
Lack of statistical power often results in falsely concluding “consistency” of the
treatment effect across several subpopulations of interest or overestimating the
effect size of a treatment-covariate interaction. The former because an existing
interaction effect was smaller than the detectable effect size, the latter because
of false positives introduced from multiple testing. In Figure 1.1 the statistical
power for detecting an interaction effect of equal size to the main effect is below
30%, despite the clinical trial being powered at 80% for the detection of the
overall effect. Existing guidance on carrying out subgroup analyses attempts
to mitigate these issues59,151,172.

Prediction of treatment effect using outcome risk
Baseline risk is an important determinant of treatment effect86,87. It sets an
upper bound on the treatment effect size. Low risk patients can only experi-
ence minimal treatment benefit before their risk is reduced to zero, while high
risk patients can benefit much more (Figure 1.2). Consequently, baseline risk
can be used as a subgrouping variable for assessing heterogeneity of treatment
effect. For many populations of patients for whom we aim to estimate treat-
ment effects, well-performing models for predicting baseline risk already exist
and can be used to stratify the patients into subgroups30,109. If no such models
exist, the researcher can develop one in the dataset that is used for treatment
effect estimation1,18,83,85,86.
Baseline risk can also be used directly for predicting individual treatment
benefit22,32. For example Califf et al22 predicted individual benefits regarding
30-day mortality with tissue plasminogen activator (tPA) compared to strep-
tokinase treatment in patients with acute myocardial infarction using baseline
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Prediction of treatment effect using outcome risk

Figure 1.1: Statistical power for the detection of an interaction when the interaction effect
size is between 0 and 4 times the main effect size. For simplicity, we assume equal number of
treated and untreated patients and that patients are equally separated between the subgroup
levels

Figure 1.2: Statistical power for the detection of an interaction when the interaction effect
size is between 0 and 4 times the main effect size. For simplicity, we assume equal number of
treated and untreated patients and that patients are equally separated between the subgroup
levels
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mortality risk and assuming a constant relative tPA treatment effect. How-
ever, relative treatment effect does not need to be constant. Modeling more
flexible interactions of treatment with baseline outcome risk may provide more
accurate absolute benefit predictions for individual patients.
Depending on the scale treatment effect is measured on, heterogeneity of treat-
ment effect may or may not be identified (Figure 1.3). For example, despite
finding statistically significant subgroup effect evaluated on the relative scale,
the absolute risk difference between the two groups may be too small to have
any clinical relevance185. Therefore, in the presence of a truly effective treat-
ment, effect heterogeneity should always be anticipated on some scale32, as
baseline risk is bound to vary across trial patients. If effect modifiers are known
and the available sample size provides adequate statistical power for evaluating
treatment-covariate interactions, modeling these interactions would be the op-
timal approach for assessing heterogeneity of treatment effect. However, this
approach may lead to overfitting and unstable estimates for the interaction
effects if the aforementioned conditions are not met91.

Figure 1.3: Scale dependency of treatment effect heterogeneity. In the left panel a constant
odds ratio of 0.8 is assumed. In the right panel a constant absolute risk reduction of 0.1 is
assumed.

Observational data
Healthcare data is routinely collected by general practitioners, hospitals, in-
surance companies, and many other private or public bodies and is becoming
increasingly available, giving researchers access to massive amounts of patient
data. Theoretically, the aforementioned statistical power challenges for the
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Observational data

evaluation of heterogeneity of treatment effect would be largely mitigated if
the analyses were performed on even a single such database. However, as this
data is not being accumulated for research purposes, it suffers from many bi-
ases that need to be accounted for. Doctors prescribing a specific treatment
expect—usually based on results from clinical trials—that it will be benefi-
cial for the patient they are treating. Therefore, patients receiving different
treatments tend to differ in several characteristics, often relevant to their prog-
nosis for the outcomes of interest and, thus, treatment comparisons cannot be
performed directly.
If all patient characteristics on which the treating physician based their deci-
sion have been captured in the observational dataset, methods are available
that can be used to account for these systematic differences7,31,33,146. Among
the more popular ones is limiting the analyses to the propensity score matched
subpopulation. Propensity scores are the patient-specific probabilities of re-
ceiving the treatment under study and have been shown to have the balancing
property, that is, conditional on the propensity score, treatment assignment
is independent of the potential outcomes146. This means that in a subset of
patients with equal propensity scores, covariate distributions do not differ be-
tween patients receiving the treatment under study and those who are not.
Consequently, patients within this subset can be assumed to be randomized.
Unfortunately, more often than not, a critical amount of the information that
was used for treatment decisions is not captured. As a consequence, propensity
score adjustment will not suffice to evaluate treatment effects using the obser-
vational data, be it overall or subgroup effects. Sensitivity analyses searching
for evidence of this systematic unmeasured imbalances have been proposed and
can be of assistance in many situations154,157–159.
Another important problem with observational databases is lack of syntactic
and semantic interoperability. As anyone gathering routinely observed health-
care data did so in a way that was more convenient to them, a plethora of struc-
tures for the resulting databases arose. Diseases, treatments, medical exams
and many more aspects of healthcare are often coded differently in different
observational databases. In addition, more fundamental disparities between
databases also factor in database incompatibility: different types of informa-
tion are recorded in different databases. Different patient characteristics are
captured—at different levels of detail—in a general practitioner database, in a
hospital medical record or in an administrative claims database. This means
that combining results from multiple databases is not a simple task and requires
in-depth understanding of the underlying healthcare system.
A widely accepted approach to improve interoperability is the use of a com-
mon data model, specifically the Observational Medical Outcomes Partnership
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Common Data Model (OMOP-CDM) which is maintained by the Observa-
tional Health Data Sciences and Informatics initiative69,118. The OMOP-CDM
standardizes both the structure and the coding system. Many databases have
been mapped to the OMOP-CDM by the European Health Data and Evidence
Network (EHDEN) project in Europe. With this high level of standardization,
the design and execution of highly scalable observational studies was made pos-
sible. Common definitions of diseases, treatments, and outcomes can now be
applied uniformly across a network of many databases containing information
on hundreds of millions of patients. An analysis plan can be executed following
the exact same steps across the network providing effect estimates derived in
different populations. The fragmented information scattered across multiple
databases can now be summarized in a consistent way to give a fuller picture.
The power of this approach was demonstrated in a large-scale comparative effec-
tiveness study of first-line treatment for hypertension171. This study compared
five different first-line drug classes prescribed for hypertension regarding three
primary effectiveness, six secondary effectiveness, and 46 safety outcomes across
a global network of nine observational databases, all mapped to OMOP-CDM.
The results complemented the already available evidence generated in clinical
trials, confirming earlier findings and providing effect estimates on previously
unexplored comparisons.
Observational databases provide access to millions of “real-life” patients. This
motivates the exploration of methods for the assessment of treatment effect
heterogeneity in the observational setting despite the challenges inherent to
this type of data. The statistical power problem related to multiple subgroup
analyses can still be present, as observational data is high-dimensional, i.e.,
the number of measured patient characteristics increases with the number of
patients. Attempting a treatment effect modeling approach, where treatment-
covariate interactions are modeled for the prediction of individualized treat-
ment benefits, suffers from the same statistical power issues and often results
in highly variable estimates. Therefore, using baseline outcome risk as the sub-
grouping variable, can provide useful insight into treatment effect heterogeneity
within the observational setting. Modern libraries for developing risk prediction
models and for correcting for confounding are available and—capitalizing on
OMOP-CDM—can be easily applied across databases with millions of patients.

Aims
The overall aim of this thesis is to explore the use of risk prediction models as
the basis for medical decision making. We will study and apply methods for
the evaluation of heterogeneity of treatment effect in both clinical trial data
and observational data. The specific research aims are:
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Aims

1. Systematically review the current literature on predictive approaches to
treatment effect heterogeneity. The focus is on regression modeling ap-
proaches applied in clinical trial data.

2. Develop scalable and reproducible risk-based predictive approaches to the
assessment of heterogeneity of treatment effect. We will explore new risk
stratification approaches in observational settings and more individual-
ized approaches in the clinical trial setting.

3. Apply risk-based methods to better guide medical decisions. We will de-
velop baseline risk prediction models in several clinical case studies.

In Chapter 2 we present the results of a scoping literature review of regression
modeling approaches for the assessment of treatment effect heterogeneity in the
clinical trial setting. In Chapter 3 we develop a standardized scalable frame-
work for the assessment of treatment effect heterogeneity using a risk-stratified
approach in the observational setting. In Chapter 4 we compare different risk-
based methods for predicting individualized treatment effects using extensive
simulations of clinical trials. In Chapter 5 we develop and externally validate
a model for the prediction of 5-year recurrence risk in sentinel node positive
melanoma patients, using data from nine European Organization for Research
and Treatment of Cancer centers. In Chapter 6 we develop and temporally val-
idate a model for the prediction of 28-day mortality and admission to the ICU
for patients presenting at the emergency department with suspected COVID-19
infection at four large Dutch hospitals between March and August, 2020. In
Chapter 7 we apply the standardized framework developed in Chapter 3 to
evaluate effect heterogeneity of teripatide treatment compared to oral bisphos-
phonates in female patients above the age of 50 with established osteoporosis.
Finally, in Chapter 8 we present a general discussion along with perspectives
on future work.
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CHAPTER 2. LITERATURE REVIEW

Abstract
Background: Recent evidence suggests that there is often substantial varia-
tion in the benefits and harms across a trial population. We aimed to identify
regression modeling approaches that assess heterogeneity of treatment effect
within a randomized clinical trial.
Methods: We performed a literature review using a broad search strategy,
complemented by suggestions of a technical expert panel.
Results: The approaches are classified into 3 categories: 1) Risk-based meth-
ods (11 papers) use only prognostic factors to define patient subgroups, relying
on the mathematical dependency of the absolute risk difference on baseline
risk; 2) Treatment effect modeling methods (9 papers) use both prognostic
factors and treatment effect modifiers to explore characteristics that interact
with the effects of therapy on a relative scale. These methods couple data-
driven subgroup identification with approaches to prevent overfitting, such as
penalization or use of separate data sets for subgroup identification and effect
estimation. 3) Optimal treatment regime methods (12 papers) focus primar-
ily on treatment effect modifiers to classify the trial population into those who
benefit from treatment and those who do not. Finally, we also identified papers
which describe model evaluation methods (4 papers).
Conclusions: Three classes of approaches were identified to assess heterogene-
ity of treatment effect. Methodological research, including both simulations
and empirical evaluations, is required to compare the available methods in dif-
ferent settings and to derive well-informed guidance for their application in
RCT analysis.
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Introduction

Evidence based medicine (EBM) has heavily influenced the standards of cur-
rent medical practice. Randomized clinical trials (RCTs) and meta-analyses of
RCTs are regarded as the gold standards for determining the comparative effi-
cacy or effectiveness of two (or more) treatments within the EBM framework.
Within this framework, as described in Guyatt et al’s classic User’s Guide to
the Medical Literature II59 “if the patient meets all the trial inclusion criteria,
and doesn’t violate any of the exclusion criteria—there is little question that
the results of the trial are applicable”. It has thus been argued that RCTs
should attempt to include even broader populations to ensure generalizability
of their results to more (and more diverse) individuals47,162.
However, generalizability of an RCT result and applicability to a specific patient
move in opposite directions23,82. When trial enrollees differ from one another
in many observed determinants of the outcome of interest (both primary and
safety), it can be unclear to whom the overall average benefit-harm trade-
offs actually apply—even among those included in the trial81,150. Precision
medicine aims to target the appropriate treatment to the appropriate patients.
As such, analysis of heterogeneity of treatment effect, i.e. non-random variation
in the direction or magnitude of a treatment effect for subgroups within a
population184, is the cornerstone of precision medicine; its goal is to predict
the optimal treatments at the individual level, accounting for an individual’s
risk for harm and benefit outcomes.
In this scoping review34, we aim to identify and categorize the variety of
regression-based approaches for predictive heterogeneity of treatment effects
analysis. Predictive approaches to analyses of heterogeneity of treatment effect
are those that provide individualized predictions of potential outcomes in a
particular patient with one intervention versus an alternative or, alternatively,
that can predict which of 2 or more treatments will be better for a particular
patient, taking into account multiple relevant patient characteristics. We distin-
guish these analyses from the typical onevariable-at-a-time subgroup analyses
that appear in forest plots of most major trial reports, and from other anal-
yses of heterogeneity of treatment effect which explore or confirm hypotheses
regarding whether a specific covariate or biomarker modifies the effects of ther-
apy. To guide future work on individualizing treatment decisions, we aimed to
summarize the methodological literature on regression modeling approaches to
predictive analysis of heterogeneity of treatment effect.
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Methods

The terminology in this scoping review hews closely to that in the PATH State-
ment and PATH Statement Explanation and Elaboration articles, and we refer
readers to these papers for details. Generally, we use the term heterogeneity of
treatment effect to refer to a scale-dependent property. This is in distinction
to other writers that have reserved the term heterogeneity of treatment effect
to refer specifically to heterogeneity on a relative scale60. Thus, when outcome
risk varies across subgroups of patients, heterogeneity of treatment effect must
exist on some scale. If relative risk is constant, then there is heterogeneity of
treatment effect on the clinically important absolute scale. Nevertheless, since
this review focuses on regression methods which are typically performed on
the odds or hazard ratio scales, when we use the terms “effect modifier” and
“effect modification” and “statistical interaction”, we are generally referring to
effect modification on a relative scale (e.g. hazard ratio or odds ratio), unless
we otherwise specify—although we recognize that these too are scale dependent
concepts32,83,85,87,149. Additionally, we note that we generally eschew the term
“individual treatment effects”, since person level effects cannot be observed or
measured in parallel arm clinical trials (owing to the fundamental problem of
causal inference, only one counterfactual outcome can be observed in a given
patient). Nevertheless, the common goal of the different methods of predictive
approaches to heterogeneity of treatment effect we describe herein is to pro-
vide “individualized” treatment effect estimates from groupbased data, since
medical decisions are generally made at the individual person level32. These
treatment effects are estimated conditional on many covariates, which are felt
to be relevant for determining the benefits of therapy.
Due to the absence of medical subject headings (MeSH) for heterogeneity of
treatment effect, we used a relatively broad search strategy to maximize sensi-
tivity. For the time period 1/1/2000 through 8/9/2018, we searched Medline
and Cochrane Central using the text word search strategy from Table 2.1. We
also retrieved seminal articles suggested by a technical expert panel (TEP).
The TEP was comprised of 16 experts who represented various perspectives
on predictive analyses of heterogeneity of treatment effect, including treatment
effect heterogeneity, prediction modeling, clinical trials, and guideline develop-
ment as well as a patient advocate. More details on the TEP are available in
the PATH Statement83,85.
We sought papers that developed or evaluated methods for predictive hetero-
geneity of treatment effect in the setting of parallel arm RCT designs or simu-
lated RCT. Abstracts were screened to identify papers that developed or eval-
uated a regression-based method for predictive treatment effect heterogeneity
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Table 2.1 Search strategy for the study.

# Results

1 ((heterogen$ and effect$) or (effect and modif$)).tw.
2 regression.tw.
3 treatment$.tw.
4 (treatment adj1 effect$).tw.
5 (treatment adj1 difference$).tw.
6 exp risk/ or risk.tw.
7 3 or 4 or 5 or 6
8 *Models, Statistical/
9 *Randomized Controlled Trials as Topic/mt
10 Multicenter Studies as Topic/mt
11 *Randomized Controlled Trials as Topic/sn
12 Multicenter Studies as Topic/sn
13 *Clinical Trials as Topic/sn
14 *Precision Medicine/mt
15 or/8–14
16 1 and 2
17 2 and 7
18 15 and 17
19 15 and 16
20 18 or 19

on actual or simulated parallel arm RCT data. Papers describing a generic ap-
proach that could be applied using either regression or non-regression methods,
or papers comparing regression to non-regression methods were also included.
Similarly, papers comparing generic one-variable-at-a-time approaches to pre-
dictive heterogeneity of treatment effect methods were also included. Finally,
papers suggested by the TEP that fell outside the search window were consid-
ered for inclusion.
We excluded papers solely related to cross-over, single-arm, and observational
study designs. We also excluded papers that were primarily applications of ex-
isting methods, such as those that primarily aim to estimate a treatment effect
of interest in a specific patient population, rather than papers with the primary
aim of developing or evaluating methods of predictive heterogeneity of treat-
ment effect analysis. We also excluded papers using only non-regression-based
methods. Similarly, methods papers about ONLY non-predictive subgroup
analysis, i.e. one-variable-at-a-time or conventional subgroups, were omitted.
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We excluded papers on trial enrichment or adaptive trial designs along with
those that use predictive heterogeneity of treatment effect approaches in the
design. We also excluded papers primarily aiming at characterization or identi-
fication of heterogeneity in response rather than trying to predict responses for
individual patients or subsets of patients; e.g. group based trajectory or growth
mixture modeling. Papers on regression methods that make use of covariates
post-baseline, or temporally downstream of the treatment decision were omit-
ted. Review articles and primarily conceptual papers without accompanying
methods development were also excluded.
Titles, abstracts and full texts were retrieved and double-screened by six inde-
pendent reviewers against eligibility criteria. Disagreements were resolved by
group consensus in consultation with a seventh senior expert reviewer (DMK)
in meetings.

Results
We identified 2510 abstracts that were screened in duplicate. We retrieved
64 full-text articles and an additional 110 suggested by experts and identified
from reference lists of eligible articles. These 174 full-text articles were again
screened in duplicate with group consensus resolution of conflicts in meetings.
A total of 36 articles met eligibility criteria (Figure 2.1).

Categorization methods
We could classify all regression-based methods to predictive heterogeneity of
treatment effect into 3 broad categories based on whether and how they incor-
porated prognostic variables and relative treatment effect modifiers:

• Risk-based methods exploit the mathematical dependency of treatment
benefit on a patient’s baseline risk for the outcome under study34,184.
Even though relative treatment effect may vary across different levels
of baseline risk, relative treatment effect modification by each covariate
is not considered, i.e. no covariate by treatment interaction terms are
considered (Box 2.1 equations 2.1 to 2.3).

• Treatment effect modeling methods use both the main effects of risk fac-
tors and covariate-by -treatment interaction terms (on the relative scale)
to estimate individualized benefits. They can be used either for making in-
dividualized absolute benefit predictions or for defining patient subgroups
with similar expected treatment benefits (Box 2.1 equation 2.4).

• Optimal treatment regime methods focus primarily on treatment effect
modifiers (covariate by treatment interactions) for the definition of a
treatment assignment rule dividing the trial population into those who
benefit from treatment and those who do not (Box 2.1 equation 2.5).
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Citations identified in
MEDLINE Cochrane Central

databases for methods
papers on methods 

studies of predictive HTE 
analysis in RCTs using
regression (N=2510) 

Abstracts meeting
eligibility criteria (N=64) 

Abstracts that did not 
meet eligibility criteria

(N=2446)

Studies identified from:
- References of eligible
  studies (N=29)
- TEP member
  suggestions (N=81) Primary study articles 

retrieved for full-text
review (N=174) Reasons include:

- Not predictive HTE (N=71)
- Not a methods paper (N=22)
- Observational methods only (N=4)
- Not regression methods (N=18)
- Duplicates (N=5)
- Other (N=18)

Articles excluded (N=138)

Articles that provided
information on methods
of conducting predictive

HTE analysis of RCTs 
using regression (N=36)

Figure 2.1: Study flow chart.

Contrary to previous methods, baseline risk or the magnitude of absolute
treatment benefit are not of primary concern.

Box 2.1: Equations corresponding to treatment effect hetergoenetiy
assessment methods.

Risk modeling
A multivariate regression model 𝑓 that predicts the risk of an outcome
𝑦 based on the predictors 𝑥1, … , 𝑥𝑝 is identified or developed:

risk(𝑥1, … , 𝑥𝑝) = 𝐸{𝑦 ∣ 𝑥1, … , 𝑥𝑝} = 𝑓(𝛼 + 𝛽1𝑥1 + … 𝛽𝑝𝑥𝑝) (2.1)

The expected outcome of a patient with measured predictors 𝑥1, … 𝑥𝑝
receiving treatment 𝑇 (where 𝑇 = 1, when patient is treated and 0
otherwise) based on the linear predictor lp(𝑥1, … , 𝑥𝑝) = 𝛼 + 𝛽1𝑥1 + ⋯ +
𝛽𝑝𝑥𝑝 from a previously derived risk model can be described as:

𝐸{𝑦 ∣ 𝑥1, … , 𝑥𝑝} = 𝑓(𝑙𝑝 + 𝛾0𝑇 + 𝛾1𝑇 × 𝑙𝑝) (2.2)
When the assumption of constant relative treatment effect across the
entire risk distribution is made (risk magnification) equation (2.2) takes
the form:
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𝐸{𝑦 ∣ 𝑥1, … , 𝑥𝑝} = 𝑓(𝑙𝑝 + 𝛾0𝑇 ) (2.3)

Treatment effect modeling
The expected outcome of a patient with measured predictors 𝑥1, … , 𝑥𝑝
receiving treatment 𝑇 can be derived from a model containing predictor
main effects and potenetial treatment interaction terms:

𝐸{𝑦 ∣ 𝑥1, … , 𝑥𝑝} = 𝑓(𝛼 + 𝛽1𝑥1 + ⋯ + 𝛽𝑝𝑥𝑝 + 𝛾0𝑇 + 𝛾1𝑇 𝑥1 + ⋯ + 𝛾𝑝𝑇 𝑥𝑝)
(2.4)

Optimal treatment regime
A treatment regime 𝑇 (𝑥1, … , 𝑥𝑝) is a binary treatment assignment rule
based on measured predictors. The optimal treatment regime maximizes
the overall expected outcome across the entire target population:

𝑇optimal = argmax𝑇 𝐸{𝐸{𝑦 ∣ 𝑥1, … , 𝑥𝑝, 𝑇 (𝑥1, … , 𝑥𝑝)}} (2.5)

Although risk-based methods emerged earlier (Figure 2.2), methodology papers
on treatment effect modeling (9 papers) and optimal treatment regimes (12 pa-
pers) are more frequently published since 2010 than papers on risk-based meth-
ods (8 papers). Even though extensive literature exists on model evaluation
when it comes to prediction modeling, the same task can be quite challenging
when modeling treatment effects167. That is due to the unavailability of coun-
terfactual outcomes under the alternative treatment, providing a substantial
challenge to the assessment of model fit. Methods included in the review con-
cerning model evaluation in the setting of predictive heterogeneity of treatment
effect (4 papers) were assigned to a separate category as they are relevant to
all identified approaches.

Risk-based methods
The most rigid and straightforward risk-based methods assume a constant rela-
tive treatment effect across different levels of baseline risk and ignore potential
interactions with treatment. Dorresteijn et al.38 studied individualized treat-
ment with rosuvastatin for prevention of cardiovascular events. They combined
existing prediction models (Framingham score, Reynolds risk score) with the
average rosuvastatin effect found in an RCT. To obtain individualized absolute
treatment benefits, they multiplied baseline risk predictions with the average
risk reduction found in trials. The value of the proposed approach is assessed
in terms of improved decision making by comparing the net benefit with treat-
none and treat-all strategies187. Julien and Hanley75 estimated prognostic ef-
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Figure 2.2: Results of the review.

fects and treatment effect directly form trial data, by incorporating a constant
relative treatment effect term in a Cox regression model. Patient-specific ben-
efit predictions followed from the difference between event-free survival predic-
tions for patients with and without treatment. A similar approach was used
to obtain the predicted 30- day survival benefit of treatment with aggressive
thrombolysis after acute myocardial infarction22.
Risk stratification approaches analyze relative treatment effects and absolute
treatment effects within strata of predicted risk, rather than assuming a con-
stant relative effect. Both Hayward et al.66 and Iwashyna et al.72 demonstrated
that these methods are useful in the presence of treatment-related harms to
identify patients who do not benefit (or receive net harm) from a treatment that
is beneficial on average. In a range of plausible scenarios evaluating heterogene-
ity of treatment effect when considering binary endpoints, simulations showed
that studies were generally underpowered to detect covariate-by-treatment in-
teractions, but adequately powered to detect risk-by-treatment interactions,
even when a moderately performing prediction model was used to stratify pa-
tients. Hence, risk stratification methods can detect patient subgroups that
have net harm even when conventional methods conclude consistency of effects
across all major subgroups.
Kent et al.86 proposed a framework for the analysis of heterogeneity of treat-
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ment effect in RCT data that recommended published trials routinely report
the distribution of baseline risk in the overall study population and in the sep-
arate treatment arms using a risk prediction tool. Primarily binary or time-to-
event outcomes were considered. Researchers should demonstrate how relative
and absolute risk reduction vary by baseline risk and test for heterogeneity of
treatment effect with interaction tests. Externally validated prediction models
should be used, when available.
In the absence of an adequate prediction model when performing a risk-based
assessment of heterogeneity of treatment effect, an internal risk model from
the data at hand can be derived. Burke et al.18 demonstrated that developing
the risk model on the control arm of the trial may result in overfitting and,
thus, exaggerate the presence of heterogeneity of treatment effect. In extensive
simulations, internally developed prediction models blinded to treatment as-
signment led to unbiased treatment effect estimates in strata of predicted risk.
Using this approach to re-analyze 32 large RCT, Kent et al.84 demonstrated
that variation in the outcome risk within an RCT is very common, in the
presence of adequately performing prediction models, which in turn leads to
substantial heterogeneity of treatment effect on the clinically important scale of
absolute risk difference. Several trials from this analysis had clinically relevant
results97,173,182.
Similar to Burke et al.18, Abadie et al.1 presented evidence of large biases in
risk stratified assessment of heterogeneity of treatment effect in two randomized
experiments rising from the development of a prediction model solely from the
control arm. They focused on financial outcomes that are primarily continuous.
As a remedy, they considered both a leave-one-out approach, where individu-
alized risk predictions are obtained from a model derived by excluding the
particular individual, and a repeated split sample approach, where the original
sample is repeatedly split into a sample for the development of the prediction
model and a sample for treatment effect estimation within risk strata. These ap-
proaches were found to substantially reduce bias in a simulation study. Finally,
Groenwold et al.57 found in simulations that the inclusion of a constant rela-
tive treatment effect in the development of a prediction model better calibrates
predictions to the untreated population. However, this approach may not be
optimal for risk-based assessment of treatment effect heterogeneity, where ac-
curate ranking of risk predictions is of primary importance for the calibration
of treatment benefit predictions.
Follmann and Proschan46 proposed a one-step likelihood ratio test procedure
based on a proportional interactions model to decide whether treatment in-
teracts with a linear combination of baseline covariates. Their proportional
interactions model assumes that the effects of prognostic factors in the treat-
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ment arm are equal to their effects in the control arm multiplied by a constant,
the proportionality factor. Testing for an interaction along the linear predictor
amounts to testing that the proportionality factor is equal to 1. If high risk
patients benefit more from treatment (on the relative scale) and disease sever-
ity is determined by a variety of prognostic factors, the proposed test results
in greater power to detect heterogeneity of treatment effect on the relative
scale compared to multiplicity-corrected subgroup analyses. Even though the
proposed test requires a continuous response, it can be readily implemented in
large clinical trials with binary or time-toevent endpoints.
Kovalchik et al.96 expanded upon the previous approach by exploring misspec-
ification of the proportional interactions model, when considering a fixed set
of pre-specified candidate effect modifiers. A proportional interactions model
is miss-specified either when covariates with truly proportional effects are ex-
cluded or when covariates with non-proportional effects across treatment arms
are included in the model. In this case the one-step likelihood ratio test of
Follmann and Proschan46 fails to achieve its statistical advantages. For model
selection an all subsets approach combined with a modified Bonferroni correc-
tion method can be used. This approach accounts for correlation among nested
subsets of considered proportional interactions models, thus allowing the assess-
ment of all possible proportional interactions models while controlling for the
familywise error rate.

Treatment effect modeling
Using data from the SYNTAX trial163 Van Klaveren et al.92 considered models
of increasing complexity for the prediction of heterogeneous treatment effects
using data from the SYNTAX trial. They compared different Cox regression
models for the prediction of treatment benefit: 1) a model without any risk
factors; 2) a model with risk factors and a constant relative treatment effect;
3) a model with treatment, a prognostic index and their interaction; and 4)
a model including treatment interactions with all available prognostic factors,
fitted both with conventional and with penalized ridge regression. Benefit pre-
dictions at the individual level were highly dependent on the modeling strategy,
with treatment interactions improving treatment recommendations under cer-
tain circumstances.
Basu et al.11 developed and validated risk models for predicting the absolute
benefit (reduction of time to CVD events) and harm (serious adverse events)
from intensive blood pressure therapy, using data from SPRINT. They com-
pared traditional backward selection to an elastic net approach for selection
and estimation of all treatment-covariate interactions. The two approaches se-
lected different treatment-covariate interactions and while their performance
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in terms of CVD risk prediction was comparable when externally validated
in the ACCORD BP trial53—the traditional approach performed considerably
worse than the penalized approach when predicting absolute treatment benefit.
However, with regard to selection of treatment interactions, Ternes et al.177 con-
cluded from an extensive simulation study that no single methodology yielded
uniformly superior performance. They compared 12 different approaches in a
high-dimensional setting with survival outcomes. Their methods ranged from a
straightforward univariate approach as a baseline, where Wald tests accounting
for multiple testing were performed for each treatment-covariate interaction to
different approaches for dealing with hierarchy of effects—whether they enforce
the inclusion of the respective main effects if an interaction is selected—and
also different magnitude of penalization of main and interaction effects.
Another approach to reducing overfitting of treatment effect models is separa-
tion of treatment effect estimation from subgroup identification. Cai et al.21

fit “working” regression parametric models within treatment arms to derive
absolute treatment benefit scores initially. In a second stage, the population is
stratified into small groups with similar predicted benefits based on the first-
stage scores. A non-parametric local likelihood approach is used to provide
a smooth estimate of absolute treatment benefit across the range of the de-
rived sores. The authors focused on continuous and binary endpoints, but
their method can be extended to time-to-event outcomes. Claggett et al.27

extended this two-stage methodology to RCTs with multiple outcomes, by as-
signing outcomes into meaningful ordinal categories. Overfitting can be avoided
by randomly splitting the sample into two parts; the first part is used to se-
lect and fit ordinal regression models in both the treatment and the control
arm. In the second part, the models that perform best in terms of a cross-
validated estimate of concordance between predicted and unobservable true
treatment difference— defined as the difference in probability of observing a
worse outcome under control compared to treatment and the probability of
observing a worse outcome under treatment compared to control—are used to
define treatment benefit scores for patients. Treatment effects conditional on
the treatment benefit score are then estimated through a nonparametric kernel
estimation procedure.
Zhao et al.202 proposed a two-stage methodology similar to the approach of
Cai et al.21, focusing on the identification of a subgroup that benefits from
treatment. They repeatedly split the sample population based on the first-stage
treatment benefit scores and estimate the treatment effect in subgroups above
different thresholds. These estimates are plotted against the score thresholds
to assess the adequacy of the selected scoring rule. This method could also
be used for the evaluation of different modeling strategies by selecting the one
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that identifies the largest subgroup with an effect estimate above a desired
threshold.
Künzel et al.101 proposed an “X-learner” for settings where one treatment arm
is substantially larger than the alternative. They also start by fitting separate
outcome models within treatment arms. However, rather than using these mod-
els to calculate treatment benefit scores, they imputed individualized absolute
treatment effects, defined as the difference between the observed outcomes and
the expected counterfactual (potential) outcomes based on model predictions.
In a second stage, two separate regression models—one in each treatment arm—
are fitted to the imputed treatment effects. Finally, they combined these two
regression models for a particular covariate pattern by taking a weighted aver-
age of the expected treatment effects.
Most effect modeling methods start with outcome predictions conditional on
treatment and then examine the difference in predictions with and without
treatment. In contrast, Weisberg and Pontes192 introduced a causal difference
outcome variable (“cadit”) which can be modeled directly. In case of a binary
outcome, the binary cadit is 1 when a treated patient has a good outcome or
when an untreated patient does not, and 0 otherwise. Thus, the dependent
variable implicitly codes treatment assignment and outcome simultaneously.
They first demonstrated that the absolute treatment benefit equals 2 × P(cadit
= 1) − 1 and then they derived patient-specific treatment effect estimates by
fitting a logistic regression model to the cadit. A similar approach was described
for continuous outcomes with the continuous cadit defined as − 2 and 2 times
the centered outcome, i.e. the outcome minus the overall average outcome, for
untreated and treated patients, respectively.
Finally, Berger et al.12 proposed a Bayesian methodology for the detection of
subgroup treatment effects in case of a continuous response and binary covari-
ates. The approach identifies single covariates likely to modify treatment effect,
along with the expected individualized treatment effect. The authors also ex-
tended their methodology to include two covariates simultaneously, allowing
for the assessment of multivariate subgroups.

Optimal treatment regimes
A treatment regime (TR) is a function mapping each patient’s covariate pattern
to a single treatment assignment. Any candidate TR can be evaluated based
on its value, i.e. the expected outcome at the population level if the specific TR
were to be followed. The TR achieving the highest value among all possible TRs
is the optimal treatment regime (OTR). The majority of such methods follows
a two-stage approach, where an outcome model—usually including treatment
interactions—is used to derive expected treatment benefit in the first stage.
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In the second stage treatment assignment is optimized based on the expected
outcome. Qian and Murphy137 advocated a first-stage model including all
covariate main effects and treatment interactions in combination with LASSO-
penalization to reduce model complexity. Real-valued (continuous or binary)
are considered without considering censoring.
When the outcome model is misspecified, however, the approach of Qian and
Murphy may fail to identify the best possible treatment regime. Zhang et
al201 introduced an approach robust to such misspecifications that uses an
augmented inverse probability weighted estimator of the value function. This
is achieved by imposing a missing data framework, where the response under
any candidate OTR is observed if the proposed treatment coincides with actual
treatment and is considered missing otherwise. However, in commenting on this
work, Taylor et al.175 noted that the misspecification issues of the outcome
models considered in the simulation study presented by Zhang et al. would
have been easily spotted, if common approaches for the assessment of model fit
had been examined. They argue that if adequately fitting outcome models had
been thoroughly sought, the extra modeling required for the robust methods
of Zhang et al. may not have been necessary.
Zhang et al.200 proposed a novel framework for the derivation of OTRs for real-
valued responses (continuous or binary), within which treatment assignment is
viewed as a classification problem. The OTR is derived in two separate steps.
In the first step, a contrast function is estimated, determining the difference
between expected outcomes under different treatment assignments for each
individual patient. The sign of the contrast function is then used to define
class labels, i.e. -1 for negative contrast (harm) and + 1 for positive contrast
(benefit). In the second step, any classification technique can be used to find
the OTR by minimizing the expected miss-classification error weighted by the
absolute contrast. The authors demonstrated that many of the already existing
OTR methods137,200 fit within their framework by defining a specific contrast
function.
When the outcome of interest is continuous, the magnitude of absolute treat-
ment benefit estimates derived from regression-based methods depends solely
on treatment interactions. Therefore, Foster et al.48 focus on non-parametric
estimation of the function defining the structure of treatment-covariate interac-
tions for a continuous outcome of interest. More specifically, they recursively
update non-parametric estimates of the treatment-covariate interaction func-
tion from baseline risk estimates and vice-versa until convergence. The esti-
mates of absolute treatment benefit are then used to restrict treatment to a
contiguous sub-region of the covariate space.
Xu et al.198 claimed that the identification of an OTR with high value depends
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on the adequate assessment of the sign of treatment-covariate interactions
rather than on the estimation of the contrast function. They demonstrated
that in many common cases (binary or time-to-event outcomes), even though
the underlying structure of interactions can be quite complex, its sign can be
approximated from a much simpler linear function of effect modifiers. Using
the jlassification framework of Zhang et al.200, they assign patients to class
labels based on the resulting sign from these candidate linear combinations.
The coefficients of that linear function are derived by minimizing the misclassi-
fication error weighted by the observed outcome—assuming higher values are
preferable. In this way, the derived OTR is forced to contradict actual treat-
ment assignment when the observed outcome is low. Tian et al.179 proposed
a different approach that solely focuses on treatment-covariate interactions by
recoding the binary treatment indicator variable to − 1

2 for control patients
and + 1

2 for treated patients and multiplying it with the covariates of a posited
regression model to derive modified covariates so that the linear predictor of
the model predicting the outcome from the modified covariates can be used
as a score for stratifying patients with regard to treatment benefits. Starting
from continuous responses they generalized their methodology to binary and
time-to-event outcomes.
Kraemer98 suggested a methodology that implicitly assesses treatment-
covariate interactions using the correlation coefficient of the pairwise difference
of the continuous outcome between treatment arms and their respective candi-
date predictive factor pairwise difference as a measure of effect modification. A
stronger composite treatment effect modifier can then be constructed by fitting
a regression model predicting pairwise outcome differences between treatments
from the averages of the effect modifier values across treatment arms and then
summing the individual effect modifiers weighted by the estimated regression
coefficients. Treatment can then be assigned based on stratification on the
composite treatment effect moderator. Two different approaches to model
selection in Kraemer’s effect modifier combination method were identified
in clinical applications. Principal component analysis was used to select an
uncorrelated subset from a large set of possibly correlated effect modifiers190.
Alternatively, the cross-validated mean squared error of increasingly complex
regression models was used to select the number of effect modifiers to construct
the composite one127.
Gunter et al.58 proposed a method for the discovery of covariates that qualita-
tively interact with treatment. Using LASSO regression to reduce the space of
all possible combinations of covariates and their interaction with treatment to
a limited number of covariate subsets, their approach selects the optimal sub-
set of candidate covariates by assessing the increase in the expected response
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from assigning based on the considered treatment effect model, versus the ex-
pected response of treating everyone with the treatment found best from the
overall RCT result. The considered criterion also penalizes models for their
size, providing a tradeoff between model complexity and the increase in ex-
pected response. The method focuses solely on continuous outcomes, however,
suggestions are made on its extension to binary type of outcomes.
Finally, Petkova et al.133 proposed to combine baseline covariates into a single
generated effect modifier (GEM) based on the linear model. The GEM is de-
fined as the linear combination of candidate effect modifiers and the objective
is to derive their individual weights. This is done by fitting linear regression
models within treatment arms where the independent variable is a weighted
sum of the baseline covariates, while keeping the weights constant across treat-
ment arms. The intercepts and slopes of these models along with the individual
covariate GEM contributions are derived by maximizing the interaction effect
in the GEM model, or by providing the best fit to the data, or by maximizing
the statistical significance of an F-test for the interaction effects—a combina-
tion of the previous two. The authors derived estimates that can be calculated
analytically, which makes the method easy to implement.
A growing literature exists on estimating the effect of introducing the OTR
to the entire population24,102,115,116. Luedtke and Van der Laan116 provide
an estimate of the optimal value—the value of the OTR—that is valid even
when a subset of covariates exists for which treatment is neither beneficial nor
harmful. It has been previously demonstrated that estimation of the optimal
value is quite difficult in those situations145. Based on the proposed method,
an upper bound of what can be hoped for when a treatment rule is introduced
can be established. In addition, Luedtke and Van der Laan115 provided an
estimation method for the impact of treating the optimal subgroup, i.e. the
subgroup that is assigned treatment based on the OTR. Their methodology
returns an estimate of the population level effect of treating based on the OTR
compared to treating no one.

Model evaluation
Schuler et al.161 defined three broad classes of metrics relevant to model selec-
tion when it comes to treatment effect modeling. �-risk metrics evaluate the
ability of models to predict the outcome of interest conditional on treatment
assignment. Treatment effect is either explicitly modeled by treatment interac-
tions or implicitly by developing separate models for each treatment arm. �-risk
metrics focus directly on absolute treatment benefit. However, since absolute
treatment benefit is unobservable, it needs to be estimated first. Value-metrics
originate from OTR methods and evaluate the outcome in patients that were
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assigned to treatment in concordance with model recommendations.
Vickers et al.187 suggested a methodology for the evaluation of models predict-
ing individualized treatment effects. The method relies on the expression of
disease-related harms and treatment-related harms on the same scale. The min-
imum absolute benefit required for a patient to opt for treatment (treatment
threshold) can be viewed as the ratio of treatment-related harms and harms
from disease-related events, thus providing the required relationship. Net bene-
fit is then calculated as the difference between the decrease in the proportion of
disease-related events and the proportion of treated patients multiplied by the
treatment threshold. The latter quantity can be viewed as harms from treat-
ment translated to the scale of disease-related harms. Then, the net benefit of
a considered prediction model at a specific treatment threshold can be derived
from a patient-subset where treatment received is congruent with treatment as-
signed based on predicted absolute benefits and the treatment threshold. The
model’s clinical relevance is derived by comparing its net benefit to the one of
a treat-all policy.
Van Klaveren et al.91 defined a measure of discrimination for treatment effect
modeling. A model’s ability to discriminate between patients with higher or
lower benefits is challenging, since treatment benefits are unobservable in the
individual patient (since only one of two counterfactual potential outcomes can
be observed). Under the assumption of uncorrelated counterfactual outcomes,
conditional on model covariates, the authors matched patients from different
treatment arms by their predicted treatment benefit. The difference of the
observed outcomes between the matched patient pairs (0, 1: benefit; 0, 0 or 1,
1: no effect; 1, 0: harm) acts as a proxy for the unobservable absolute treatment
difference. The c-statistic for benefit can then be defined on the basis of this
tertiary outcome as the proportion of all possible pairs of patient pairs in which
the patient pair observed to have greater treatment benefit was predicted to
do so.
Finally, Chen et al.26 focused on the case when more than one outcomes—often
non-continuous— are of interest and proposed a Bayesian model selection ap-
proach. Using a latent variable methodology, they link observed outcomes
to unobservable quantities, allowing for their correlated nature. To perform
model selection, they derive posterior probability estimates of false inclusion or
false exclusion in the final model for the considered covariates. Following the
definition of an outcome-space sub-region that is considered beneficial, individ-
ualized posterior probabilities of belonging to that beneficial sub-region can be
derived as a by-product of the proposed methodology.
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Discussion

We identified 36 methodological papers in recent literature that describe predic-
tive regression approaches to the analysis of heterogeneity of treatment effect
in RCT data. These methodological papers aimed to develop models for pre-
dicting individual treatment benefit and could be categorized as follows: 1) risk
modeling (n = 11), in which RCT patients were stratified or grouped solely on
the basis of prognostic models; 2) effect modeling (n = 9), in which patients
are grouped or stratified by models combining prognostic factors with factors
that modify treatment effects on the relative scale (effect modifiers); 3) optimal
treatment regimes (n = 12), which seek to classify patients into those who ben-
efit and those who do not, primarily on the basis of effect modifiers. Papers on
the evaluation of different predictive approaches to heterogeneity of treatment
effect (n = 4) were assigned to a separate category. Of note, we also found
literature on the evaluation of biomarkers for treatment selection, which did
not meet inclusion criteria70,73,74,135.
Risk-based approaches use baseline risk determined by a multivariate equation
to define the reference class of a patient as the basis for predicting heterogeneity
of treatment effect. Two distinct approaches were identified: 1) risk magnifi-
cation assumes constant relative treatment effect across all patient subgroups,
while 2) risk stratification analyzes treatment effects within strata of predicted
risk. This approach is straightforward to implement, and may provide ade-
quate assessment of treatment effect heterogeneity in the absence of strong
prior evidence for potential effect modification. The approach might better be
labeled ‘benefit magnification’, since benefit increases by higher baseline risk
and a constant relative risk.
Treatment effect modeling methods focus on predicting the absolute benefit of
treatment through the inclusion of treatment-covariate interactions alongside
the main effects of risk factors. However, modeling such interactions can result
in serious overfitting of treatment benefit, especially in the absence of well-
established treatment effect modifiers. Penalization methods such as LASSO
regression, ridge regression or a combination (elastic net penalization) can be
used as a remedy when predicting treatment benefits in other populations. Stag-
ing approaches starting from—possibly overfitted— “working” models predict-
ing absolute treatment benefits that can later be used to calibrate predictions
in groups of similar treatment benefit provide another alternative. While these
approaches should yield well calibrated personalized effect estimates when data
are abundant, it is yet unclear how broadly applicable these methods are in
conventionally sized randomized RCTs. Similarly, the additional discrimina-
tion of benefit of these approaches compared to the less flexible risk modeling
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approaches remains uncertain. Simulations and empirical studies should be
informative regarding these questions.
The similarity of OTRs to general classification problems—finding an optimal
dichotomization of the covariates space—enables the implementation of several
existing non-regression-based classification algorithms. For instance Zhao et
al.204 applied a support vector machine methodology for the derivation of an
OTR for a binary outcome and was later extended to survival outcomes203.
Because prognostic factors do not affect the sign of the treatment effect, several
OTR methods rely primarily on treatment effect modifiers. However, when
treatments are associated with adverse events or treatment burdens (such as
costs) that are not captured in the primary outcome—as is often the case—
estimates of the magnitude of treatment effect are required to ensure that
only patients above a certain expected net benefit threshold (i.e. outweighing
the harms and burdens of therapy) are treated. Similarly, these classification
methods do not provide opportunity for incorporation of patient values and
preferences for shared decision making which prediction methods do.
While there is an abundance of proposed methodological approaches, examples
of clinical application of prediction models for treatment effect heterogeneity
remain quite rare. This may reflect the fact that all these approaches confront
the same fundamental challenges. These challenges include the unobservability
of individual treatment response, the curse of dimensionality from the large
number of covariates, the lack of prior knowledge about the causal molecular
mechanisms underlying variation in treatment effects and the relationship of
these mechanism to observable variables, and the very low power in which to
explore interactions. Because of these challenges there might be very serious
constraints on the usefulness of these methods as a class; while some methods
may be shown to have theoretical advantages, the practical import of these
theoretical advantages may not be ascertainable.
The methods we identified here generally approach the aforementioned chal-
lenges from opposite ends. Relatively rigid methods, such as risk magnification
(in which relative effect homogeneity is assumed) and risk modeling (which
examines changes in relative effect according to baselines risk only) deal with
dimensionality, low power and low prior knowledge by restricting the flexibility
of the models that can be built to emphasize the well understood influence of
prognosis. Effect modeling approaches permit more flexible modeling and then
subsequently try to correct for the overfitting that inevitably arises. Based on
theoretical considerations and some simulations, it is likely that the optimal
approach depends on the underlying causal structure of the data, which is typ-
ically unknown. It is also likely that the method used to assess performance
may affect which approach is considered optimal. For example, recent simula-
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tions have favored very simple approaches when calibration is prioritized, but
more complex approaches when discrimination is prioritized—particularly in
the presence of true effect modification89. Finally, it is uncertain whether any
of these approaches will add value to the more conventional EBM approach
of using an overall estimate of the main effect, or to the risk magnification
approach of applying that relative estimate to a risk model.
We identify several limitations to our study. Because no MeSH identifying
these methods exists, we anticipate that our search approach likely missed
some studies. In addition, a recently growing literature of other non-regression
based methods that assess predictive approaches to the assessment of treat-
ment effect heterogeneity in observational databases6,113,136 would have been
excluded. Finally, our review is descriptive and did not compare the approaches
for their ability to predict individualized treatment effects or to identify patient
subgroups with similar expected treatment benefits.
Based on the findings and the limitations of our review, several objectives
for future research can be described. Optimal approaches to the reduction
of overfitting through penalization need to be determined, along with optimal
measures to evaluate models intended to predict treatment effect. General prin-
ciples to judge the adequacy of sample sizes for predictive analytic approaches
to heterogeneity of treatment effect are required to complement the previous
objectives. Also, methods that simultaneously predict multiple risk dimensions
regarding both primary outcome risks and treatment-related harms need to
be explored. The current regression-based collection of methods could be ex-
panded by a review of non-regression approaches. Methods targeted at the
observational setting need also to be considered. Additionally, a set of empir-
ical and simulation studies should be performed to evaluate and compare the
identified methods under settings representative of real world trials. The grow-
ing availability of publicly available randomized clinical trials should support
this methodological research124,147,148.
In conclusion, we identified a large number of methodological approaches for
the assessment of heterogeneity of treatment effects in RCTs developed in the
past 20 years which we managed to divide into 3 broad categories. Extensive
simulations along with empirical evaluations are required to assess those meth-
ods’ relative performance under different settings and to derive wellinformed
guidance for their implementation. This may allow these novel methods to in-
form clinical practice and provide decision makers with reliable individualized
information on the benefits and harms of treatments. While we documented
an exuberance of new methods, we do note a marked dearth of comparative
studies in the literature. Future research could shed light on advantages and
drawbacks of methods in terms of predictive performance in different settings.
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CHAPTER 3. TREATMENT EFFECT HETEROGENEITY ASSESSMENT FRAMEWORK

Abstract
Treatment effects are often anticipated to vary across groups of patients with
different baseline risk. The Predictive Approaches to Treatment Effect Het-
erogeneity (PATH) statement focused on baseline risk as a robust predictor of
treatment effect and provided guidance on risk-based assessment of treatment
effect heterogeneity in a randomized controlled trial. The aim of this study is
to extend this approach to the observational setting using a standardized scal-
able framework. The proposed framework consists of five steps: 1) definition of
the research aim, i.e., the population, the treatment, the comparator and the
outcome(s) of interest; 2) identification of relevant databases; 3) development
of a prediction model for the outcome(s) of interest; 4) estimation of relative
and absolute treatment effect within strata of predicted risk, after adjusting
for observed confounding; 5) presentation of the results. We demonstrate our
framework by evaluating heterogeneity of the effect of thiazide or thiazide-like
diuretics versus angiotensin-converting enzyme inhibitors on three efficacy and
nine safety outcomes across three observational databases. We provide a pub-
licly available R software package for applying this framework to any database
mapped to the Observational Medical Outcomes Partnership Common Data
Model. In our demonstration, patients at low risk of acute myocardial infarc-
tion receive negligible absolute benefits for all three efficacy outcomes, though
they are more pronounced in the highest risk group, especially for acute my-
ocardial infarction. Our framework allows for the evaluation of differential
treatment effects across risk strata, which offers the opportunity to consider
the benefit-harm trade-off between alternative treatments.
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Introduction

Treatment effects often vary substantially across individual patients, causing
overall effect estimates to be inaccurate for a significant proportion of the pa-
tients at hand99,150. Understanding this heterogeneity of treatment effects has
been crucial for both personalized (or precision) medicine and comparative ef-
fectiveness research, giving rise to a wide range of approaches for its discovery,
evaluation and application in clinical practice. A common approach to evaluat-
ing heterogeneity of treatment effect in clinical trials is through subgroup analy-
ses. However, as these analyses are rarely adequately powered, they can lead to
false conclusions of absence of heterogeneiy of treatment effect or exaggerate its
presence66,87. In addition, patients differ in multiple characteristics simultane-
ously, resulting in much richer heterogeneit of treatment effect compared to the
heterogeneity explored with regular one-variable-at-a-time subgroup analyses.
Baseline risk is a summary score inherently related to treatment effect that can
be used to represent the variability in patient characteristics80,81,86,87,152. For
example, an invasive coronary procedure—compared to medical treatment—
improves survival in patients with myocardial infarction at high (predicted)
baseline risk but not in those at low baseline risk178. It has also been shown that
high-risk patients with pre-diabetes benefit substantially more from a lifestyle
modification program than low-risk patients173.
The recently proposed Predictive Approaches to Treatment effect Heterogene-
ity (PATH) statement provides systematic guidance on the application of risk-
based methods for the assessment of heterogeneity of treatment effect in ran-
domized controlled trial (RCT) data83,85. After risk-stratifying patients using
an existing or an internally derived prediction model, risk stratum-specific esti-
mates of relative and absolute treatment effect are evaluated. Several methods
for predictive analysis heterogeneity of treatment effect have been adapted for
use in observational data, but risk-based methods are still not readily available
and have been highlighted as an important future research need83.
The Observational Health Data Science and Informatics (OHDSI) collaborative
has established a global network of data partners and researchers that aim to
bring out the value of health data through large-scale analytics by mapping
local databases to the Observational Medical Outcomes Partnership (OMOP)
Common Data Model (CDM)69,132. A standardized framework applying cur-
rent best practices for comparative effectiveness studies within the OHDSI
setting has been proposed154. This framework was successfully implemented
in the Large-scale Evidence Generation and Evaluation across a Network of
Databases for Hypertension (LEGEND-HTN) study. In this study, average
effects of all first-line hypertension treatment classes were estimated for a total
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of 55 outcomes across a global network of nine observational databases171.
LEGEND-HTN found benefit for patients treated with thiazide or thiazide-like
diuretics compared to angiotensin converting enzyme (ACE) inhibitors in terms
of three main outcomes of interest, i.e., acute myocardial infarction (MI), hospi-
talization with heart failure, and stroke. Thiazide or thiazide-like diuretics also
had a better safety profile compared to ACE inhibitors which, according to that
study, makes them an attractive option for first-line treatment of hypertension.
However, as already pointed out, overall (average) effect estimates may not be
applicable to large portions of the target population due to strong variability
of important patient characteristics. A risk-based analysis of treatment effect
heterogeneity can add further insights to the results of LEGEND-HTN, both in
understanding how treatment effects evolve with increasing baseline outcome
risk and in identifying patient subgroups which could be targeted with a certain
treatment.
Hereto, we focus on the three main outcomes of LEGEND-HTN (acute MI, hos-
pitalization with heart failure, and stroke) and nine safety outcomes (hypona-
tremia, hypotension, acute renal failure, angioedema, kidney disease, cough,
hyperkalemia, hypokalemia, and gastrointestinal bleeding). For our analyses,
we develop a systematic framework for risk-based assessment of treatment ef-
fect heterogeneity in observational healthcare databases, extending the existing
methodology from the RCT setting. The suggested framework is also imple-
mented in an open-source, publicly available R-package. It is highly scalable
and can be easily implemented across a network of observational databases
mapped to OMOP-CDM.

Results
Overview
The proposed framework defines 5 distinct steps: 1) definition of the re-
search aim; 2) identification of the databases within which the analyses
will be performed; 3) prediction of outcomes of interest; 4) estimation
of absolute and relative treatment effects within risk strata; 5) presen-
tation of the results. We developed an open-source R-package for the
implementation of the proposed framework and made it publicly available
(https://github.com/OHDSI/RiskStratifiedEstimation). An overview of the
entire framework can be found in Figure 3.1.
As a demonstration, we evaluated treatment effect heterogeneity of thiazide or
thiazide-like diuretics compared to ACE inhibitors using acute MI risk quarter-
specific effect estimates, both on the relative and on the absolute scale. We
focused on three efficacy outcomes (acute MI, hospitalization with heart fail-
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Figure 3.1: Illustration of the framework’s application on two observational databases,
preferably mapped to OMOP-CDM.

ure, and ischemic or hemorrhagic stroke) and nine safety outcomes (acute re-
nal failure, kidney disease, cough, hyperkalemia, hypokalemia, gastrointestinal
bleeding, hyponatremia, hypotension, and angioedema). We used data from
three US-based claims databases.

Step 1: General definition of the research aim
We considered the following research aim: “compare the effect of thiazide or
thiazide-like diuretics (T) to the effect of ACE inhibitors (C) in patients with
established hypertension with respect to 12 outcomes (𝑂1, … , 𝑂12)”. The re-
quired cohorts are:

• Treatment cohort: Patients receiving any drug within the class of thi-
azide or thiazide-like diuretics with at least one year of follow-up before
treatment initiation and a recorded hypertension diagnosis within that
year.

• Comparator cohort: Patients receiving any drug within the ACE inhibitor
class with at least one year of follow-up before treatment initiation and
a recorded hypertension diagnosis within that year.

• Outcome cohorts: We considered three efficacy and nine safety outcome
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cohorts. These were patients in the database with a diagnosis of: acute
MI; hospitalization with heart failure; ischemic or hemorrhagic stroke
(efficacy outcomes); acute renal failure; kidney disease; cough; hyper-
kalemia; hypokalemia; gastrointestinal bleeding; hyponatremia; hypoten-
sion; angioedema (safety outcomes).

All cohort definitions were identical to the ones used in the multinational
LEGEND-HTN study171. More information can be found in the Supplemen-
tary Results, Sections A and B and Supplementary Tables 1-19 of the online
Supplement1.

Step 2: Identification of the databases
For our demonstration we used data from three US claims databases, namely
IBM® MarketScan® Commercial Claims and Encounters (CCAE), IBM®
MarketScan® Multi-State Medicaid (MDCD), and IBM® MarketScan®
Medicare Supplemental Beneficiaries (MDCR). More information on the
included databases can be found in Supplementary Results, Section D of
the online Supplement. Our analyses included a total of 355,826 (CCAE),
54,835 (MDCD), and 37,882 (MDCR) patients initiating treatment with
thiazide or thiazide-like diuretics and 930,629 (CCAE), 106,492 (MDCD), and
105,852 (MDCR) patients initiating treatment with ACE inhibitors (Table 3.1).
Patient characteristics are available in Table A.1 of Appendix A. Adequate
numbers of patients were included in all strata of predicted acute MI risk
(Table A.2 of Appendix A).

Step 3: Prediction
We internally developed separate prediction models for 2-year acute MI risk in
each of the three databases. The prediction models were fitted on the propen-
sity score matched (1:1) subset of the entire study population, using a caliper
of 0.2 and after excluding patients having the outcome at any time prior to
treatment initiation. We considered a large set of candidate predictors con-
taining patients’ demographic information (age, sex), disease and medication
history, and the Charlson comorbidity index (Romano adaptation) measured
in the year prior to treatment initiation. As all three databases are mapped
to OMOP-CDM, coding of all predictors was uniform across databases. This
enables the development of the prediction models for acute MI risk in a uni-
form fashion across databases. However, due to the differences in data capture
among databases, we cannot expect that all covariates will be present in all
databases. We developed the prediction models using LASSO logistic regression
with 3-fold cross validation for hyper-parameter selection. In Supplementary

1https://www.nature.com/articles/s41746-023-00794-y
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Table 3.1 Number of patients, person years and events for the three efficacy outcomes of
the study across the three databases after excluding patients with prior outcomes.

Thiazides or thiazide-like diuretics Ace inhibitors

Outcome Patients Person years Outcomes Patients Person years Outcomes

CCAE
Acute MI 355,826 204,593 405 930,369 584,167 1,813
Hosp. with HF 355,528 204,451 389 930,629 584,541 1,492
Stroke 354,446 203,792 425 923,604 579,736 1,636
MDCD
Acute MI 54,835 21,440 76 106,492 51,481 440
Hosp. with HF 54,354 21,290 212 105,005 50,878 835
Stroke 54,259 21,179 149 104,410 50,334 562
MDCR
Acute MI 37,882 24,642 161 105,852 74,990 732
Hosp. with HF 37,617 24,509 277 105,134 74,654 1,196
Stroke 37,248 24,267 261 102,502 72,705 977

Table 24 of the online Supplement we show the available sample sizes on which
the prediction models were developed, while in Supplementary Tables 25-27
of the online Supplement we show the 20 selected covariates with the largest
coefficients in each database.
The models had moderate discriminative ability (internally validated) in CCAE
and MDCD and lower discriminative ability in MDCR (Table 3.2).

Table 3.2 Discriminative ability (c-statistic) of the derived prediction models for acute MI
in the matched set (development set), the treatment cohort, the comparator cohort, and
the entire population in CCAE, MDCD, and MDCR. Values in parentheses are
cross-validated 95the propensity score matched subset in each database on which the
prediction models were developed. Treatment population is the set of patients receiving
thiazide or thiazide-like diuretics in each database, while comparator population is the set
of patients receiving ACE inhibitors. Finally, entire population refers to the combined set of
treatment and comparator patients.

Population CCAE MDCD MDCR

Matched 0.73 (0.71, 0.74) 0.76 (0.73, 0.79) 0.65 (0.62, 0.68)
Treatment 0.73 (0.71, 0.75) 0.82 (0.77, 0.86) 0.66 (0.62, 0.70)
Comparator 0.70 (0.67, 0.71) 0.74 (0.71, 0.76) 0.66 (0.64, 0.68)
Entire population 0.71 (0.70, 0.72) 0.76 (0.74, 0.78) 0.66 (0.64, 0.68)
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Step 4: Estimation

In each database, we used patient-level predictions of the internally derived
acute MI risk prediction model to stratify the patients into three acute MI risk
groups RG-1, RG-2, and RG-3 (patients below 1% risk, patients between 1%
and 1.5% risk, and patients above 1.5% risk). Within risk groups, in order to
account for observed confounding, we further stratified the patients into five
propensity score strata. Propensity score models were developed within each
risk group separately using the same approach as in step 3 (LASSO logistic re-
gression with a large set of predefined covariates). Risk group-specific relative
treatment effects were estimated by averaging over the hazard ratio estimates
derived from Cox regression models fitted in each propensity score stratum.
Similarly, risk group-specific absolute treatment effects were estimated by av-
eraging over the differences in Kaplan-Meier estimates in each propensity score
stratum at 2 years after treatment initiation.
In all databases we found adequate overlap of the propensity score distributions
across the risk groups, except for high-risk patients in CCAE (acute MI risk
above 1.5%). Hence, the propensity scores should be able to adjust for observed
confounding, except for high-risk CCAE patients (Figure 3.2). The covariate
balance plots comparing covariate standardized mean differences before and
after adjustment with the propensity scores confirmed strong imbalances for
CCAE patients with acute MI predicted risk above 1.5% (Figure 3.3). Due
to very limited overlap of the preference score distributions and persisting im-
balances after stratification on the propensity scores, we do not present the
results for patients at risk above 1.5% for acute MI in CCAE. Additionally, a
small number of characteristics remained slightly imbalanced even after strat-
ification on the propensity scores for the two lower acute MI risk groups of
MDCD (Figure 3.3). Therefore, results from analyses in this database should
be interpreted with caution.
Finally, the distribution of the estimated relative risks with regard to a to-
tal of 76 negative control outcomes (Supplementary Results Section C of the
online Supplement) showed no evidence of residual confounding, except for
CCAE (Figure 3.4). Hazard ratios for CCAE were often significantly larger
than 1 (true effect size). This suggests significant negative effects of thiazide
or thiazide-like diuretics compared to ACE inhibitors on causally unrelated
outcomes, indicating unresolved differences between the two treatment arms.
Therefore, results from CCAE should be interpreted with caution, as residual
confounding may still be present, despite our propensity score adjustment. The
results of the risk-stratified negative control analyses for each database can be
found in Figures A.1 to A.3 of Appendix A.
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Figure 3.2: Preference score distributions within strata of predicted acute MI risk. RG-1
represents patients with acute MI risk lower than 1%; RG2 represents patients with acute
MI risk between 1% and 1.5%; RG-3 represents patients with acute MI risk larger than
1.5%. The preference score is a transformation of the propensity score that adjusts for
prevalence differences between populations. The percentages in each figure represent the
amount of preference score overlap between treatment arms. Higher overlap of the preference
score distributions indicates that patients in the target and the comparator cohorts are more
similar in terms of the predicted probability of receiving treatment (thiazide or thiazide-like
diuretics).

Step 5: Presentation of results
On average, thiazide or thiazide-like diuretics were beneficial compared to ACE
inhibitors for all outcomes, except for hospitalization with heart failure in
CCAE and stroke in MDCD (Table 3.3). The hazard ratios are in line with,
but not equal to, those reported in the LEGEND-HTN study, mainly because
of restricting time at risk to two years.
For the primary outcomes (acute MI, hospitalization with heart failure and
stroke) relative treatment effect estimates of thiazide or thiazide-like diuret-
ics versus ACE inhibitors varied substantially across risk groups, but no clear
trends indicating an association between risk and relative treatment effect es-
timates were observed (Figure 3.5).
For acute MI, hazard ratios showed an increasing trend with increasing baseline
acute MI risk in MDCD and CCAE, implying larger benefit on the relative
scale for patients in the lower risk groups. This was less pronounced in MDCR
(Figure 3.5). For hospitalization with heart failure, hazard ratios were similar
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Figure 3.3: Patient characteristic balance for thiazide or thiazide-like diuretics and ACE
inhibitors before and after stratification on the propensity scores. RG-1 represents patients
with acute MI risk lower than 1%; RG-2 represents patients with acute MI risk between
1% and 1.5%; RG-3 represents patients with acute MI risk larger than 1.5%. Each point
represents the standardized difference of means for a single covariate before (x-axis) and
after (y-axis) stratification. A commonly used rule of thumb suggests that standardized
mean differences above 0.1 after propensity score adjustment indicate insufficient covariate
balance.

across all acute MI risk strata in MDCD, with a slightly decreasing trend
favoring thiazide or thiazide-like diuretics. In MDCR, these hazard ratios were
very similar to MDCD for patients at acute MI risk higher than 1%. For
patients below 1% acute MI risk, hazard ratios were close to 1 (negligible
relative treatment effects) in all three databases. Finally, for stroke, the hazard
ratios indicated a beneficial effect of thiazide or thiazide-like diuretics in all
databases, but we found no clear trends in hazard ratios across acute MI risk
groups.
Absolute treatment effects (risk reduction) for acute MI and hospitalization
with heart failure tended to increase with increasing acute MI risk (Figure 3.6).
This was most evident in MDCD, where the absolute benefits for acute MI
were 0.25% (0.03% to 0.48%; 95% CI) and 1.57% (0.49% to 2.65%; 95% CI)
in the lowest and the highest acute MI risk group, respectively. Similarly, in
MDCR these absolute benefits were -0.04% (-0.40% to 0.32%; 95% CI) and
0.70% (0.04% to 1.37%; 95% CI), respectively. For hospitalization with heart
failure, these absolute benefits were -0.07% (-0.50% to 0.36%; 95% CI) and
2.31% (0.22% to 4.39%; 95% CI), respectively, in MDCD and -0.05% (-0.59%
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Figure 3.4: Effect size estimates for the negative controls (true hazard ratio = 1) in CCAE,
MDCD, and MDCR databases. Estimates below the diagonal dashed lines are statistically
significant (different from the true effect size; alpha = 0.05). A well-calibrated estimator
should include the true effect size within the 95% confidence interval, 95% of times

Table 3.3 Hazard ratio estimates for the overall treatment effect of thiazide or thiazide-like
diuretics compared to ACE inhibitors. Values in brackets are 95% confindence intervals.

Population CCAE MDCD MDCR

Matched 0.73 (0.71, 0.74) 0.76 (0.73, 0.79) 0.65 (0.62, 0.68)
Treatment 0.73 (0.71, 0.75) 0.82 (0.77, 0.86) 0.66 (0.62, 0.70)
Comparator 0.70 (0.67, 0.71) 0.74 (0.71, 0.76) 0.66 (0.64, 0.68)
Entire population 0.71 (0.70, 0.72) 0.76 (0.74, 0.78) 0.66 (0.64, 0.68)

to 0.49%; 95% CI) and 0.97% (-0.16% to 2.09%; 95% CI), respectively, in
MDCR. In CCAE, we found negligible treatment effects on the absolute scale
for all three outcomes. Finally, for stroke, the differences on the absolute scale
were small in all risk groups and databases (Figure 3.6).
Across all databases and all risk groups (Figure 3.7), thiazide or thiazide-like
diuretics reduced the risk for angioedema, cough, hyperkalemia, and hypoten-
sion, but were associated with increased risk of hypokalemia and hyponatremia.
For cough and hypokalemia, the relative treatment effect tended to decrease
with increasing MI risk (hazard ratios moving closer to 1).
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Figure 3.5: Relative treatment effects for main outcomes. Treatment effect heterogeneity
for the main outcomes on the relative scale (hazard ratios) of thiazide or thiazide-like diuretics
compared to ACE inhibitors within strata of predicted acute MI risk. RG-1 represents the
group of patients with acute MI risk below 1%; RG-2 represents the group of patients with
acute MI risk between 1% and 1.5%; RG-3 represents the group of patients with acute MI risk
larger than 1.5%. Hazard ratios estimated in CCAE, MDCD, and MDCR are represented
by blue, green, and orange circles, respectively. The bars represent 95% confidence intervals.
Values below 1 favor thiazide or thiazide-like diuretics, while values above 1 favor ACE
inhibitors.

Figure 3.6: Absolute treatment effects for main outcomes. Treatment effect heterogeneity
for the main outcomes on the absolute scale of thiazide or thiazide-like diuretics compared
to ACE inhibitors within strata of predicted acute MI risk. RG-1 represents the group of
patients with acute MI risk below 1%; RG-2 represents the group of patients with acute MI
risk between 1% and 1.5%; RG-3 represents the group of patients with acute MI risk larger
than 1.5. Absolute treatment effects estimated in CCAE, MDCD, and MDCR are represented
by blue, green, and orange circles, respectively. The bars represent 95% confidence intervals.
Values above 0 favor thiazide or thiazide-like diuretics, while values below 0 favor ACE
inhibitors.
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Figure 3.7: Relative treatment effects for safety outcomes. Treatment effect heterogeneity
for the safety outcomes on the relative scale (hazard ratios) of thiazide or thiazide-like diuret-
ics compared to ACE inhibitors within strata of predicted acute MI risk. RG-1 represents the
group of patients with acute MI risk below 1%; RG-2 represents the group of patients with
acute MI risk between 1% and 1.5%; RG-3 represents the group of patients with acute MI risk
larger than 1.5%. Hazard ratios estimated in CCAE, MDCD, and MDCR are represented by
blue, green, and orange circles, respectively. Bars represent 95% confidence intervals. Values
below 1 favor thiazide or thiazide-like diuretics, while values above 1 favor ACE inhibitors.

The absolute benefit for angioedema of thiazide or thiazide-like diuretics was
negligible, despite the large treatment effect estimated on the relative scale
(Figure 3.8). The absolute risk increase of hypokalemia was large with thiazide
or thiazide diuretics—as expected based on the effect estimates on the relative
scale—across all risk strata. This effect remained relatively constant across
acute MI risk groups in MDCR, fluctuating between -4.13% and -3.25%. Similar
effects on the absolute scale were observed in CCAE, where effect estimates
were close to -5% for all patients below 1.5% risk of acute MI. A much larger
hypokalemia risk increase with thiazide or thiazide-like diuretics was observed
in MDCD, where the absolute effect estimates evolved from -9.89% (-11.23%
to -8.54%; 95% CI) in patients below 1% acute MI risk to -15.58% (-23.78% to
-7.38%; 95% CI) in patients above 1.5% acute MI risk. The absolute benefit
estimates of thiazide or thiazide-like diuretics for cough ranged between 3.05%
and 3.77% in CCAE, and between 2.32% and 3.73% in MDCR. In MDCD, we
observed a small risk increase of cough with thiazide or thiazide-like diuretics
in patients at high acute MI baseline risk (-1.82% with a 95% CI from -7.82%
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to 4.17%). Finally, we observed a small risk increase of hyponatremia with
thiazide or thiazide diuretics, which was more substantial in patients with high
acute MI risk in MDCR (-1.91% with a 95% CI from -3.43% to -0.38%).

Figure 3.8: Absolute treatment effects for safety outcomes. Treatment effect heterogeneity
for the safety outcomes on the absolute scale of thiazide or thiazide-like diuretics compared to
ACE inhibitors within strata of predicted acute MI risk. RG-1 represents the group of patients
with acute MI risk below 1%; RG-2 represents the group of patients with acute MI risk
between 1% and 1.5%; RG-3 represents the group of patients with acute MI risk larger than
1.5%. Absolute treatment effects estimated in CCAE, MDCD, and MDCR are represented
by blue, green, and orange circles, respectively. The bars represent 95% confidence intervals.
Values above 0 favor thiazide or thiazide-like diuretics, while values below 0 favor ACE
inhibitors.

Interpretation
The overall benefits of thiazide or thiazide-like diuretics compared to ACE in-
hibitors that were observed in MDCR, in terms of acute MI and hospitalization
with heart failure, were mainly driven by patients with predicted acute MI risk
above 1.5%. Even in MDCD, where benefit on the absolute scale was observed
across all acute MI risk strata, treatment effects were much larger in patients
with predicted acute MI risk above 1.5%. In CCAE, where the majority of the
patients had a predicted acute MI risk below 1%, we found negligible treatment
effects. This provides further support for the similarity of the effect of thiazide
or thiazide-like diuretics compared to ACE inhibitors in patients at low risk of
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acute MI.
Even though LEGEND-HTN found beneficial effects of thiazide or thiazide-
like diuretics over ACE inhibitors in terms of several safety outcomes, there
are still safety concerns when prescribing thiazide or thiazide-like diuretics.
The hypokalemia and hyponatremia risk increase with thiazide or thiazide-
like diuretics was not negligible in any of the acute MI risk strata. On the
other hand, ACE inhibitor-related cough risk increase was also present in all
databases and acute MI risk groups. Provided that absolute benefits of thiazide
or thiazide-like diuretics for the main outcomes (acute MI, hospitalization with
heart failure, and stroke) were mainly observed in patients at high acute MI
risk, the prescribing physician has to carefully weigh benefits and harms for
individual patients.
Note that any conclusions drawn are for demonstration purposes only and
should be interpreted under this very limited setting.

Sensitivity analyses

As a sensitivity analysis, we evaluated treatment effect heterogeneity of thiazide
or thiazide-like diuretics compared to ACE inhibitors in patients with or with-
out prior cardiovascular disease. We defined the set of patients without prior
cardiovascular disease as the patients that had no occurrence in their medical
history of any of the following conditions: heart valve disorder or transplanted
heart valve, coronary artery disease, cardiac dysfunction, heart block, unsta-
ble angina, atrial fibrillation, myocardial infarction, ventricular arrhythmia or
cardiac arrest, ischemic heart disease, myocarditis or pericarditis, cardiomy-
opathy, cardiomegaly, heart failure, or stroke (ischemic or hemorrhagic). If
patients had any of these conditions recorded in their medical history, they
were assigned to the group with prior cardiovascular disease. We repeated our
analyses using the exact same settings for both groups of patients.
In patients without prior cardiovascular disease, the estimates of the relative
effect of thiazide or thiazide-like diuretics compared to ACE inhibitors on acute
MI were similar to the original analyses—hazard ratios 0.90 (0.79 to 1.02; 95%
CI), 0.52 (0.36 to 0.74; 95% CI), and 0.83 (0.65 to 1.05; 95% CI) in CCAE,
MDCD, and MDCR respectively. In patients with prior cardiovascular disease
the effect of thiazide or thiazide-like diuretics was stronger in CCAE—hazard
ratio 0.73 (0.55 to 0.95; 95% CI)—but weaker in MDCD and MDCR—hazard
ratios 0.78 (0.51 to 1.16; 95% CI) and 0.88 (0.66 to 1.15; 95% CI), respec-
tively. In both sets of sensitivity analyses, risk stratified results showed trends
comparable to the original analysis (Figures A.4 to A.11 of Appendix A).
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Discussion

In this study we develop a risk-based framework for the assessment of treat-
ment effect heterogeneity in large observational databases. Our framework fills
a gap identified in the literature after the development of guidelines for per-
forming such analyses in the RCT setting83,85. As an additional contribution
we provide the software for implementing this framework in practice and make
it publicly available. We made our software compatible to databases mapped
to OMOP-CDM which allows researchers to easily implement our framework
in a global network of healthcare databases. In our case study we demonstrate
the use of our framework for the evaluation of treatment effect heterogeneity of
thiazide or thiazide-like diuretics compared to ACE inhibitors on three efficacy
and nine safety outcomes. We propose that this framework is implemented
any time treatment effect estimation in high-dimensional observational data is
undertaken.
In recent years, several methods for the analysis of treatment effect hetero-
geneity have been developed in the RCT setting140. However, low power and
restricted prior knowledge on the mechanisms of variation in treatment effect
are often inherent in RCTs, which are usually adequately powered only for
the analysis of the primary outcome. Observational databases contain a large
amount of information on treatment assignment and outcomes of interest, while
also capturing key patient characteristics. They contain readily available data
on patient sub-populations of interest on which no RCT has focused before ei-
ther due to logistical or ethical reasons. However, observational databases can
be susceptible to biases, poorly measured outcomes and missingness, which may
obscure true heterogeneity of treatment effect or falsely indicate it when there
is none184. Therefore, inferences on both overall treatment effect estimates and
heterogeneity of treatment effect need to rely on strong—often unverifiable—
assumptions, despite the advancements and guidance on best practices. When
evaluating treatment effect heterogeneity using a risk-based approach these is-
sues may be compounded, mainly because of the risk of conflating confounding
and effect modification. Well-designed observational studies on average repli-
cate RCT results, even though often differences in magnitude may occur4. Our
framework is in line with the recently suggested paradigm of high-throughput
observational studies using consistent and standardized methods for improving
reproducibility in observational research160. However, more empirical research
comparing analyses of observational data and RCTs is required to assess the
conditions under which different approaches for evaluating treatment effect het-
erogeneity provide credible results. Our software package can help support this
research.
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Our framework highlights the scale dependency of heterogeneity of treatment
effect and how it relates to baseline risk. Treatment effect is mathematically
determined by baseline risk, if we assume a constant non-zero effect size32.
Patients with low baseline risk can only experience minimal benefits, before
their risk is reduced to zero. In contrast, high risk patients can potentially
have much larger absolute benefits. This becomes evident when evaluating
the safety of thiazide or thiazide-like diuretics on angioedema and cough, both
adverse events linked to treatment with ACE inhibitors. For angioedema, the
substantial relative risk increase with ACE inhibitors only translated in a small
risk increase on the absolute scale due to the limited baseline angioedema risk.
Conversely, despite the small relative cough risk increase of ACE inhibitors, the
large baseline cough risk resulted in larger absolute risk differences, compared
to the other considered outcomes.
For patients with comorbidities the Guidelines of the American College of Car-
diology often recommend initiation of treatment with ACE inhibitors, e.g. for
patients with stable ischemic heart disease or patients with preserved ejection
fraction194. Since these are patients with more severe medical conditions there
may be a potential interaction of baseline acute MI risk with the propensity of
receiving a thiazide or a thiazide-like diuretic. We do not formally test for that
interaction, however, we observed that with increasing acute MI baseline risk,
the overlap of the propensity score distributions decreases and the propensity
score distributions for each treatment arm become more skewed, especially in
CCAE and MDCD (Figure 3.2). This could potentially result in unobserved
confounding being present even after propensity score adjustment. Indeed, in
CCAE, negative control analyses showed evidence of residual confounding and
therefore results should be interpreted with caution. In risk-stratified negative
control analyses we observed more evidence of residual confounding in patients
with higher acute MI risk, which was, however, not identified in the other two
databases.
The application of our framework in the case study is for demonstration pur-
poses and there are several limitations to its conclusions. First, risk groups
defined in each database were not defined using a universal prediction model,
but using internally developed prediction models in each database. Future re-
search could explore model combination or transfer learning methods for the
development of universal risk prediction models. Second, death could be a
competing risk. We could expand our framework in the future to potentially
support sub-distribution hazard ratios and cumulative incidence reductions.
Third, we only used the databases readily available to us and not all the avail-
able databases mapped to OMOP-CDM. Therefore, the generalizability of our
results still needs to be explored in future studies. These studies should also
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address the particular aspects of the databases at hand, such as their sampling
frame, the completeness of the data they capture and many other aspects that
were not assessed in our demonstration. Fourth, we did not correct for mul-
tiplicity when presenting the results. We are interested in presenting trends
in the data rather than detecting specific subgroups with significant treatment
effects. The implementation of our framework, however, generates all the rele-
vant output required for a researcher to correct for multiple testing, if that is
required.
In conclusion, the case study demonstrates the feasibility of our framework for
risk-based assessment of treatment effect heterogeneity in large observational
data. It is easily applicable and highly informative whenever treatment effect
estimation in high-dimensional observational data is of interest.

Methods
Step 1: General definition of the research aim
The typical research aim is: “to compare the effect of treatment to a comparator
treatment in patients with a disease with respect to outcomes 𝑂1, … , 𝑂𝑛”.
We use a comparative cohort design. This means that at least three cohorts of
patients need to be defined at this stage of the framework:

• A single treatment cohort (𝑇 ) which includes patients with disease receiv-
ing the target treatment of interest.

• A single comparator cohort (𝐶) which includes patients with disease re-
ceiving the comparator treatment.

• One or more outcome cohorts (𝑂1, … , 𝑂𝑛) that contain patients develop-
ing the outcomes of interest.

Step 2: Identification of the databases
Including in our analyses multiple databases representing the population of
interest potentially increases the generalizability of results. Furthermore, the
cohorts should preferably have adequate sample size with adequate follow-up
time to ensure precise effect estimation, even within smaller risk strata. Other
relevant issues such as the depth of data capture (the precision at which mea-
surements, lab tests, conditions are recorded) and the reliability of data entry
should also be considered.
In our analyses, we used data from IBM® MarketScan® Commercial Claims
and Encounters (CCAE), IBM® MarketScan® Medicaid (MDCD), and IBM®
MarketScan® Medicare Supplemental Beneficiaries (MDCR). The New Eng-
land Institutional Review Board (IRB) has determined that studies conducted
in these databases are exempt from study-specific IRB review, as these studies
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do not qualify as human subjects research.

Step 3: Prediction
For our risk-based approach to adequately evaluate treatment effect hetero-
geneity, a well performing prediction model assigning patient-level risk for the
outcome of interest needs to be available, either from literature or internally
developed from the data at hand. For internally developing a risk prediction
model we adopt the standardized framework focused on observational data that
ensures adherence to existing guidelines29,120,141. We use the derived predic-
tion model to separate the patient population into risk strata, within which
treatment effects on both the relative and the absolute scale will be assessed.
For the development of the risk prediction model, we first need to define a
target cohort of patients, i.e., the set of patients on whom the prediction model
will be developed. In our case, the target cohort is generated by pooling the
already defined treatment and comparator cohorts. We develop the prediction
model on the propensity score-matched (1:1) subset of the pooled sample to
avoid differentially fitting between treatment arms, thus introducing spurious
interactions with treatment18,89. We also need to define a set of patients that
experience the outcome of interest, i.e., the outcome cohort. Finally, we need
to decide the time frame within which the predictions will be carried out, i.e.,
the patients’ time at risk. Subsequently, we can develop the prediction model.
It is important that the prediction models display good discriminative ability
to ensure that risk-based subgroups are accurately defined. A performance
overview of the derived prediction models including discrimination and cali-
bration both in the propensity score matched subset, the entire sample and
separately for treated and comparator patients should also be reported.

Step 4: Estimation
We estimate treatment effects (both on the relative and the absolute scale)
within risk strata defined using the prediction model of step 3. We often con-
sider four risk strata, but fewer or more strata can be considered depending
on the available power for accurately estimating stratum-specific treatment
effects. Effect estimation may be focused on the difference in outcomes for
a randomly selected person from the risk stratum (average treatment effect)
or for a randomly selected person from the treatment cohort within the risk
stratum receiving the treatment under study (average treatment effect on the
treated).
Any appropriate method for the analysis of relative and absolute treatment
effects can be considered, as long as the this is done consistently in all risk
strata. Common statistical metrics are odds ratios or hazard ratios for rela-
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tive scale estimates and differences in observed proportions or differences in
Kaplan-Meier estimates for absolute scale estimates, depending on the prob-
lem at hand. We estimate propensity scores within risk strata which we then
use to match patients from different treatment cohorts or to stratify them into
groups with similar propensity scores or to weigh each patient’s contribution
to the estimation process7.
Prior to analyzing results, it is crucial to ensure that all diagnostics are passed
in all risk strata. The standard diagnostics we carry out include analysis of
the overlap of propensity score distributions and calculation of standardized
mean differences of the covariates before and after propensity score adjustment.
Finally, we use effect estimates for a large set of negative control outcomes—i.e.,
outcomes known to not be related with any of the exposures under study—to
evaluate the presence of residual confounding not accounted for by propensity
score adjustment157,159,160.

Step 5: Presentation of results
In the presence of a positive treatment effect and a well-discriminating predic-
tion model we expect an increasing pattern of the differences in the absolute
scale, even if treatment effects remain constant on the relative scale across risk
strata. Due to this scale-dependence of treatment effect heterogeneity, results
should be assessed both on the relative and the absolute scale.

Supplementary material
Supplementary material for this chapter is available in Appendix A and online
at https://www.nature.com/articles/s41746-023-00794-y.
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Abstract
Background: Baseline outcome risk can be an important determinant of abso-
lute treatment benefit and has been used in guidelines for “personalizing” med-
ical decisions. We compared easily applicable risk-based methods for optimal
prediction of individualized treatment effects. Methods: We simulated RCT
data using diverse assumptions for the average treatment effect, a baseline prog-
nostic index of risk, the shape of its interaction with treatment (none, linear,
quadratic or non-monotonic), and the magnitude of treatment-related harms
(none or constant independent of the prognostic index). We predicted absolute
benefit using: models with a constant relative treatment effect; stratification in
quarters of the prognostic index; models including a linear interaction of treat-
ment with the prognostic index; models including an interaction of treatment
with a restricted cubic spline transformation of the prognostic index; an adap-
tive approach using Akaike’s Information Criterion. We evaluated predictive
performance using root mean squared error and measures of discrimination and
calibration for benefit. Results: The linear-interaction model displayed optimal
or close-to-optimal performance across many simulation scenarios with moder-
ate sample size (N=4,250; ~785 events). The restricted cubic splines model was
optimal for strong non-linear deviations from a constant treatment effect, par-
ticularly when sample size was larger (N=17,000). The adaptive approach also
required larger sample sizes. These findings were illustrated in the GUSTO-I
trial. Conclusions: An interaction between baseline risk and treatment assign-
ment should be considered to improve treatment effect predictions.
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Introduction

Predictive approaches to heterogeneity of treatment effects aim at the devel-
opment of models predicting either individualized effects or which of two (or
more) treatments is better for an individual with regard to a specific outcome of
interest184. These predictive approaches include both regression and machine
learning techniques and are the subject of active research5,87,136,188. In prior
work, we divided regression-based methods for the evaluation of treatment ef-
fect heterogeneity in three broader categories: risk modeling, treatment effect
modeling and optimal treatment regime methods140. Risk modeling methods
use only prognostic factors to define patient subgroups, relying on the mathe-
matical dependency between baseline risk and treatment effect86,87. Treatment
effect modeling methods use both prognostic factors and treatment effect mod-
ifiers to explore characteristics that interact with the effects of therapy. They
can be applied in one stage by directly modeling treatment-covariate interac-
tions, in which case penalization of the interaction effects is needed to reduce
the effects of overfitting11, or in two stages that rely on updating working abso-
lute benefit models21,101. Optimal treatment regime methods focus primarily
on treatment effect modifiers in order to classify the trial population into those
who benefit from treatment and those who do not48,198,200,201.
In a previous simulation study, modeling treatment-covariate interactions of-
ten led to poorly calibrated predictions of benefit on the absolute scale (risk
difference between treatment arms), compared to risk-modeling methods89. In
the presence of true treatment-covariate interactions, however, effect modeling
methods were better able to separate lower from higher benefit patients68,89.
By assuming treatment effect is a function of baseline risk, risk modeling meth-
ods impose a restriction on the shape of treatment effect heterogeneity. With
smaller sample sizes or limited information on effect modification, risk model-
ing methods, because of their reduced complexity, can provide a good option
for evaluating treatment effect heterogeneity. Conversely, with larger sample
sizes and/or a limited set of well-studied strong effect modifiers, treatment ef-
fect modeling methods can potentially result in a better bias-variance tradeoff.
Therefore, the setting in which treatment effect heterogeneity is evaluated is
crucial for the selection of the optimal approach.
Risk modeling methods predict similar treatment benefit for patients with sim-
ilar baseline outcome risk, i.e. a similar probability of experiencing the out-
come of interest in the absence of treatment. These methods are not new
and are quite intuitive to practitioners140. Often medical guidelines rely on a
risk stratified approach to target treatments to different patients. In addition,
re-analyses of studies that only looked at overall results using risk stratifica-
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tion often resulted to important insight on how treatment effects varied for
different patients. For example, a risk stratified analysis of patients with acute
myocardial infarction (MI) based on the Thrombolysis in Myocardial Infarction
(TIMI) risk score found no benefit for patients who underwent primary angio-
plasty compared to fibrinolysis. However, there was a significant benefit for
patients with a high TIMI score178. Infants at lower risk of bronchopulmonary
dysplasia benefit relatively more from vitamin A therapy than infants at higher
risk155. Finally, higher risk prediabetic patients benefit relatively more from
metformin than lower risk patients173.
Most often, risk-modeling approaches are carried out in two steps: first a risk
prediction model is developed externally or internally on the entire RCT popu-
lation, “blinded” to treatment; then the RCT population is stratified using this
prediction model to evaluate risk-based treatment effect variation83,85,86. This
approach identified substantial absolute treatment effect differences between
low-risk and high-risk patients in a re-analysis of 32 large trials84. However,
even though treatment effect estimates at the risk subgroup level may be ac-
curate, these estimates may not apply to individual patients, as homogeneity
of treatment effects is assumed within risk strata. With stronger overall treat-
ment effect and larger variability in predicted risks, patients assigned to the
same risk subgroup may still differ substantially with regard to their benefits
from treatment.
In the current simulation study, we aim to summarize and compare different
risk-based models for predicting treatment effects. We simulate different rela-
tions between baseline risk and treatment effects and also consider potential
harms of treatment. We illustrate the different models by a case study of pre-
dicting individualized effects of treatment for acute myocardial infarction in a
large RCT.

Methods

We observe RCT data (𝑍, 𝑋, 𝑌 ), where for each patient 𝑍𝑖 = 0, 1 is the treat-
ment status, 𝑌𝑖 = 0, 1 is the observed outcome and 𝑋𝑖 is a set of measured
covariates. Let {𝑌𝑖(𝑧), 𝑧 = 0, 1} denote the unobservable potential outcomes.
We observe 𝑌𝑖 = 𝑍𝑖𝑌𝑖(1) + (1 − 𝑍𝑖)𝑌𝑖(0). We are interested in predicting the
conditional average treatment effect (CATE),

𝜏(𝑥) = 𝐸{𝑌 (0) − 𝑌 (1)|𝑋 = 𝑥}
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Assuming that (𝑌 (0), 𝑌 (1)) ⟂⟂ 𝑍|𝑋, as we are in the RCT setting, we can
predict CATE from

𝜏(𝑥) = 𝐸{𝑌 (0) | 𝑋 = 𝑥} − 𝐸{𝑌 (1) | 𝑋 = 𝑥}
= 𝐸{𝑌 | 𝑋 = 𝑥, 𝑍 = 0} − 𝐸{𝑌 | 𝑋 = 𝑥, 𝑍 = 1}

Simulation scenarios
We simulated a typical RCT, comparing equally-sized treatment and control
arms in terms of a binary outcome. For each patient we generated 8 base-
line covariates 𝑥1, … , 𝑥4 ∼ 𝑁(0, 1) and 𝑥5, … , 𝑥8 ∼ 𝐵(1, 0.2). Outcomes in
the control arm were generated from Bernoulli variables with true probabili-
ties following a logistic regression model including all baseline covariates, i.e.
𝑃(𝑌 (0) = 1 | 𝑋 = 𝑥) = expit(𝑙𝑝0) = 𝑒𝑙𝑝0/(1 + 𝑒𝑙𝑝0), with 𝑙𝑝0 = 𝑙𝑝0(𝑥) = 𝑥𝑡𝛽.
In the base scenarios coefficient values 𝛽 were such, that the control event rate
was 20% and the discriminative ability of the true prediction model measured
using Harrell’s c-statistic was 0.75. The c-statistic represents the probability
that for a randomly selected discordant pair from the sample (patients with
different outcomes) the prediction model assigns larger risk to the patient with
the worse outcome. For the simulations this was achieved by selecting 𝛽 values
such that the true prediction model would achieve a c-statistic of 0.75 in a
simulated control arm with 1,000,000 patients. In the base case scenario we
achieved that by setting 𝛽 = (−2.08, 0.49, … , 0.49)𝑡.
Outcomes in the treatment arm were first generated using 3 simple scenarios:
absent (OR = 1), moderate (OR = 0.8) or strong (OR = 0.5) constant relative
treatment effect. We then introduced linear, quadratic and non-monotonic
deviations from constant treatment effects using:

𝑙𝑝1 = 𝛾2(𝑙𝑝0 − 𝑐)2 + 𝛾1(𝑙𝑝0 − 𝑐) + 𝛾0,

where 𝑙𝑝1 is the true linear predictor in the treatment arm, so that 𝑃(𝑌 (1) =
1 | 𝑋 = 𝑥) = expit(𝑙𝑝1), 𝛾 = (𝛾0, 𝛾1, 𝛾2)𝑡 controls the base treatment effect and
the shape of evolution of treatment effect as a function of baseline risk (type
and strength of deviations from the constant treatment effect setting, while 𝑐
allows us to shift the posited function to achieve the desired overall event rates.
Finally, we incorporated constant absolute harms for all treated patients, such
that 𝑃 (𝑌 (1) = 1|𝑋 = 𝑥) = expit(𝑙𝑝1) + harm.
The sample size for the base scenarios was set to 4,250 (80% power for the
detection of a marginal OR of 0.8 with the standard alpha of 5%). We evaluated
the effect of smaller or larger sample sizes of 1,063 and 17,000, respectively.
We also evaluated the effect of risk model discriminative ability, adjusting the
baseline covariate coefficients, such that the AUC of the regression model in
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the control arm was 0.65 and 0.85, respectively. These settings resulted in
a simulation study of 648 scenarios covering the heterogeneity of treatment
effects observed in 32 large trials as well as many other potential variations of
risk-based treatment effect (online Supplement1, Sections 2 and 3)84.
We analyzed the sensitivity of the results to correlation between baseline
characteristics. We first sampled 8 continuous variables 𝑊1, … , 𝑊8 ∼
𝑁(0, Σ). We then generated four continuous baseline covariates from
𝑋1 = 𝑊1, … , 𝑋4 = 𝑊4 and four binary covariates with 20% prevalence from
𝑋5 = 𝐼(𝑊5 > 𝑧0.8), … , 𝑋8 = 𝐼(𝑊8 > 𝑧0.8), where 𝐼 is the indicator function
and 𝑃(𝑈 ≤ 0.8) = 𝑧0.8 for random variable 𝑈 ∼ 𝑁(0, 1). The covariance
matrix Σ was such that 𝑐𝑜𝑟(𝑋𝑖, 𝑋𝑗) = 0.5 for any 𝑖 ≠ 𝑗. To ensure that
the outcome rate in the untreated subset was 20% and that true prediction
c-statistic remained equal to the nominal values of the main simulation
analyses, we adjusted the coefficients of the true outcome model. More details
on the sensitivity analyses can be found in Appendix B.8.

Individualized risk-based benefit predictions
In each simulation run, we internally developed a prediction model on the entire
population, using a logistic regression model with main effects for all baseline
covariates and treatment assignment. Individual risk predictions were derived
by setting treatment assignment to 0. A more intuitive approach would be
to derive the prediction model solely on the control patients. However, this
has been shown to lead to biased benefit predictions, because with limited
sample size the model will be overfitted to the control arm and induce spurious
treatment interactions1,18,89.
We compared different methods for predicting absolute treatment benefit, that
is the risk difference between distinct treatment assignments. We use the term
absolute treatment benefit to distinguish from relative treatment benefit that
relies on the ratio of predicted risk under different treatment assignments.
A stratified heterogeneity of treatment effect method has been suggested as
an alternative to traditional subgroup analyses83,85. Patients are stratified
into equally-sized risk strata—in this case based on risk quartiles. Absolute
treatment effects, within risk strata, expressed as absolute risk differences, are
estimated by the difference in event rate between control and treatment arm
patients. We considered this approach as a reference, expecting it to perform
worse than the other candidates, as its objective is to provide an illustration
of treatment effect heterogeneity rather than to optimize individualized benefit
predictions.
Second, we fitted a logistic regression model which assumes constant relative

1https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-023-01889-6
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treatment effect (constant odds ratio), that is, 𝑃(𝑌 = 1|𝑋 = 𝑥, 𝑍 = 𝑧; ̂𝛽).
Hence, absolute benefit is predicted from 𝜏(𝑥; ̂𝛽) = expit( ̂𝑙𝑝0) − expit( ̂𝑙𝑝0 + 𝛿1),
where 𝛿1 is the log of the assumed constant odds ratio and ̂𝑙𝑝0 = 𝑙𝑝0(𝑥; ̂𝛽) = 𝑥𝑡 ̂𝛽
the linear predictor of the estimated baseline risk model.
Third, we fitted a logistic regression model including treatment, the risk linear
predictor, and their linear interaction, that is, 𝑃(𝑌 = 1|𝑋 = 𝑥, 𝑍 = 𝑧; ̂𝛽) =
expit(𝛿0+𝛿1𝑧+𝛿2 ̂𝑙𝑝0+𝛿3𝑧 ̂𝑙𝑝0) Absolute benefit is then estimated from 𝜏(𝑥; ̂𝛽) =
expit(𝛿0 + 𝛿2 ̂𝑙𝑝0) − expit((𝛿0 + 𝛿1) + (𝛿2 + 𝛿3) ̂𝑙𝑝0). We will refer to this method
as the linear interaction approach.
Fourth, we used restricted cubic splines (RCS) to relax the linearity assumption
on the effect of the linear predictor63. We considered splines with 3 (RCS-3), 4
(RCS-4) and 5 (RCS-5) knots, together with their interaction with treatment,
to compare models with different levels of flexibility (Appendix B.3).
Finally, we considered an adaptive approach using Akaike’s Information Cri-
terion (AIC) for model selection. More specifically, we ranked the constant
relative treatment effect model, the linear interaction model, and the RCS
models with 3, 4, and 5 knots based on their AIC and selected the one with the
lowest value. The extra degrees of freedom were 1 (linear interaction), 2, 3 and
4 (RCS models) for these increasingly complex interactions with the treatment
effect.

Evaluation metrics
We evaluated the predictive accuracy of the considered methods by the root
mean squared error (RMSE):

RMSE = √ 1
𝑛

𝑛
∑
𝑖=1

(𝜏(𝑥𝑖) − ̂𝜏(𝑥𝑖))
2

We compared the discriminative ability of the methods under study using c-for-
benefit and the integrated calibration index (ICI) for benefit (Appendix B.5).
Since true patient-specific benefit is unobservable, we calculated observed ben-
efit using the following approach: patients in each treatment arm are ranked
based on their predicted benefit and then matched 1:1 on predicted benefit
across treatment arms. Observed treatment benefit is defined as the differ-
ence of observed outcomes between the untreated and the treated patient of
each matched patient pair. Since matching may not be perfect, that is, pre-
dicted benefits for the patients of the pair may not be equal, pair-specific
predicted benefit is defined as the average of predicted benefit within each
matched patient pair91. Then, the c-for-benefit represents the probability that
from two randomly chosen predicted benefit-matched patient pairs with un-
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equal observed benefit, the pair with greater observed benefit also has a higher
predicted benefit
We evaluated calibration in a similar manner, using the integrated calibration
index (ICI) for benefit9. The observed benefits are regressed on the predicted
benefits using a locally weighted scatterplot smoother (loess). The ICI-for-
benefit is the average absolute difference between predicted and smooth ob-
served benefit. Values closer to 0 represent better calibration.
For each scenario we performed 500 replications, within which all the considered
models were fitted. We simulated a super-population of size 500,000 for each
scenario within which we calculated RMSE and discrimination and calibration
for benefit of all the models in each replication.

Empirical illustration
We demonstrated the different methods using 30,510 patients with acute my-
ocardial infarction (MI) included in the GUSTO-I trial. 10,348 patients were
randomized to tissue plasminogen activator (tPA) treatment and 20,162 were
randomized to streptokinase. The outcome of interest was 30-day mortality
(total of 2,128 events), recorded for all patients.
This dataset has been used extensively in prior studies22,168. Therefore, we
used the same set of seven covariates that was previously used to fit a logis-
tic regression model (age, Killip class, systolic blood pressure, heart rate, an
indicator of previous MI, and the location of MI) along with a binary covari-
ate for treatment indication, to predict 30-day mortality risk (Appendix B.9).
Predicted baseline risk is derived by setting the treatment indicator to 0 for all
patients.

Results
Simulation
The constant treatment effect approach outperformed other approaches in the
base case scenario (N = 4,250; OR = 0.8; c-statistic= 0.75; no absolute treat-
ment harm) with a true constant treatment effect (median RMSE: constant
treatment effect 0.009; linear interaction 0.014; RCS-3 0.018). The linear inter-
action model was optimal under true linear deviations (median RMSE: constant
treatment effect 0.027; linear interaction 0.015; RCS-3 0.018; Figure 4.1 panels
A-C) and even in the presence of true quadratic deviations (median RMSE: con-
stant treatment effect 0.057; linear interaction 0.020; RCS-3 0.021; Figure 4.1
panels A-C) from a constant relative treatment effect. With non-monotonic
deviations, RCS-3 slightly outperformed the linear interaction model (median
RMSE: linear interaction 0.019; RCS-3 0.018; Figure 4.1 panel D). With strong
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treatment-related harms the results were very similar in most scenarios (Fig-
ure 4.1 panels A-C). Under non-monotonic deviations the optimal performance
of RCS-3 was more pronounced (median RMSE: linear interaction 0.024; RCS-
3 0.019; Figure 4.1 panel D). A stronger average treatment effect (OR=0.5)
resulted in higher variability of the true treatment effects on the absolute scale
(difference in true outcome probabilities between treatment arms) and conse-
quently to larger RMSE for all approaches. When we assumed a stronger rela-
tive treatment effect, the relative differences between approaches were similar
to the base-case scenario (Appendix B.6).

0.0

2.5

5.0

7.5

10.0

Constant Stratified Linear RCS−3 RCS−4 Adaptive

Constant treatment−
 related harm

absent moderate strong

A) Constant treatment effect

0.0 0.1 0.2 0.3 0.4 0.5

−0.05

0.00

0.05

0.10

0.15

True absolute benefit

0.0

2.5

5.0

7.5

10.0

Constant Stratified Linear RCS−3 RCS−4 Adaptive

B) Linear high deviation

0.0 0.1 0.2 0.3 0.4 0.5

−0.05

0.00

0.05

0.10

0.15

True absolute benefit in treatment arm

0.0

2.5

5.0

7.5

10.0

Constant Stratified Linear RCS−3 RCS−4 Adaptive

C) Quadratic high deviation

0.0 0.1 0.2 0.3 0.4 0.5

−0.05

0.00

0.05

0.10

0.15

True absolute benefit in treatment arm

0.0

2.5

5.0

7.5

10.0

Constant Stratified Linear RCS−3 RCS−4 Adaptive

D) Non monotonic deviation

0.0 0.1 0.2 0.3 0.4 0.5

−0.05

0.00

0.05

0.10

0.15

Simulated absolute benefit in treatment arm

Method Baseline risk

R
oo

t m
ea

n 
sq

ua
re

d 
er

ro
r 

(x
10

−2
)

A
bsolute benefit

Figure 4.1: RMSE of the considered methods across 500 replications was calculated from
a simulated super-population of size 500,000. The scenario with true constant relative treat-
ment effect (panel A) had a true prediction c-statistic of 0.75 and sample size of 4250. The
RMSE is also presented for strong linear (panel B), strong quadratic (panel C), and non-
monotonic (panel D) deviations from constant relative treatment effects. Panels on the right
side present the true relations between baseline risk (x-axis) and absolute treatment benefit
(y-axis). The 2.5, 25, 50, 75, and 97.5 percentiles of the risk distribution are expressed by the
boxplot on the top. The 2.5, 25, 50, 75, and 97.5 percentiles of the true benefit distributions
are expressed by the boxplots on the side of the right-hand side panel.

The adaptive approach had limited loss of performance in terms of the median
RMSE to the best-performing method in each scenario. However, compared to
the best-performing approach, its RMSE was more variable in scenarios with
linear and non-monotonic deviations, especially when also including moderate
or strong treatment-related harms. On closer inspection, we found that this
behavior was caused by selecting the constant treatment effect model in a
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substantial proportion of the replications (Figure B.1).
Increasing the sample size to 17,000 favored RCS-3 the most (Figure 4.2). The
difference in performance with the linear interaction approach was more limited
in settings with a constant treatment effect (median RMSE: linear interaction
0.007; RCS-3 0.009) and with a true linear interaction (median RMSE: linear
interaction 0.008; RCS-3 0.009) and more emphasized in settings with strong
quadratic deviations (median RMSE: linear interaction 0.013; RCS-3 0.011)
and non-monotonic deviations (median RMSE: linear interaction 0.014; RCS-3
0.010). Due to the large sample size, the RMSE of the adaptive approach was
even more similar to the best-performing method, and the constant relative
treatment effect model was less often wrongly selected (Figure B.2).
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Figure 4.2: RMSE of the considered methods across 500 replications calculated in simulated
samples of size 17,000 rather than 4,250 in Figure 4.1. RMSE was calculated on a super-
population of size 500,000

Similarly, when we increased the c-statistic of the true prediction model to 0.85
(OR = 0.8 and N = 4,250), RCS-3 had the lowest RMSE in the case of strong
quadratic or non-monotonic deviations and very comparable performance to
the – optimal – linear interaction model in the case of strong linear deviations
(median RMSE of 0.016 for RCS-3 compared to 0.014 for the linear interaction
model; Figure 4.3). Similar to the base case scenario the adaptive approach
wrongly selected the constant treatment effect model (23% and 25% of the
replications in the strong linear and non-monotonic deviation scenarios without
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treatment-related harms, respectively), leading to increased variability of the
RMSE (Figure B.3).
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Figure 4.3: RMSE of the considered methods across 500 replications calculated in simu-
lated samples 4,250. True prediction c-statistic of 0.85. RMSE was calculated on a super-
population of size 500,000

With a true constant relative treatment effect, discrimination for benefit was
only slightly lower for the linear interaction model, but substantially lower
for the non-linear RCS approaches (Figure 4.4; panel A). With strong linear
or quadratic deviations from a constant relative treatment effect, all methods
discriminated quite similarly (Figure 4.4 panels B-C). With non-monotonic
deviations, the constant effect model had much lower discriminative ability
compared to all other methods (median c-for-benefit of 0.500 for the constant
effects model, 0.528 for the linear interaction model and 0.530 Figure 4.4; panel
D). The adaptive approach was unstable in terms of discrimination for bene-
fit, especially with treatment-related harms. With increasing number of RCS
knots, we observed decreasing median values and increasing variability of the
c-for-benefit in all scenarios. When we increased the sample size to 17,000
we observed similar trends, however the performance of all methods was more
stable (Figure B.4). Finally, when we increased the true prediction c-statistic
to 0.85 the adaptive approach was, again, more conservative, especially with
non-monotonic deviations and null or moderate treatment-related harms (Fig-
ure B.5).
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Figure 4.4: Discrimination for benefit of the considered methods across 500 replications cal-
culated in simulated samples of size 4,250 using the c-statistic for benefit. The c-statistic for
benefit represents the probability that from two randomly chosen matched patient pairs with
unequal observed benefit, the pair with greater observed benefit also has a higher predicted
benefit. True prediction c-statistic of 0.75.

In terms of calibration for benefit, the constant effects model outperformed all
other models in the scenario with true constant treatment effects, but was mis-
calibrated for all deviation scenarios (Figure 4.5). The linear interaction model
showed best or close to best calibration across all scenarios and was only outper-
formed by RCS-3 in the case of non-monotonic deviations and treatment-related
harms (Figure 4.5 panel D). The adaptive approach was worse calibrated under
strong linear and non-monotonic deviations compared to the linear interaction
model and RCS-3. When we increased the sample size to 17,000 (Figure B.6) or
the true prediction c-statistic to 0.85 (Figure B.7), RCS-3 was somewhat better
calibrated than the linear interaction model with strong quadratic deviations.
Our main conclusions remained unchanged in the sensitivity analyses where
correlations between baseline characteristics were introduced (Figures B.11 to
B.13).
The results from all individual scenarios can be explored online at
https://mi-erasmusmc.shinyapps.io/HteSimulationRCT/. Additionally,
all the code for the simulations can be found at https://github.com/mi-
erasmusmc/HteSimulationRCT.

72

https://mi-erasmusmc.shinyapps.io/HteSimulationRCT/
https://mi-erasmusmc.shinyapps.io/HteSimulationRCT/
https://mi-erasmusmc.shinyapps.io/HteSimulationRCT/


Discussion

0

1

2

3

4

5

6

Constant Stratified Linear RCS−3 RCS−4 Adaptive

Constant treatment−
 related harm

absent moderate strong

A) Constant treatment effect

0

1

2

3

4

5

6

Constant Stratified Linear RCS−3 RCS−4 Adaptive

B) Linear high deviation

0

1

2

3

4

5

6

Constant Stratified Linear RCS−3 RCS−4 Adaptive

C) Quadratic high deviation

0

1

2

3

4

5

6

Constant Stratified Linear RCS−3 RCS−4 Adaptive

D) Non monotonic deviation

Method

C
al

ib
ra

tio
n 

fo
r 

be
ne

fit
 (

x1
0−2

)

Figure 4.5: Calibration for benefit of the considered methods across 500 replications calcu-
lated in a simulated sample of size 500,000. True prediction c-statistic of 0.75 and sample
size of 4,250.

Empirical illustration
We used the derived prognostic index to fit a constant treatment effect, a lin-
ear interaction and an RCS-3 model individualizing absolute benefit predictions.
Following our simulation results, RCS-4 and RCS-5 models were excluded. Fi-
nally, an adaptive approach with the 3 candidate models was applied.
Predicted absolute benefit was derived as the difference of predicted acute MI
risk between treatment arms, if all other predictors remained unchanged. All
considered methods provided similar fits, predicting increasing absolute benefits
for patients with higher baseline risk predictions, and followed the evolution
of the stratified estimates closely (Figure 4.6). The constant treatment effect
model had somewhat lower AIC compared to the linear interaction model (AIC:
versus 9,342), equal cross-validated discrimination (c-for-benefit: 0.525), and
slightly better cross-validated calibration (ICI-for benefit: 0.010 versus 0.012).
In conclusion, although the sample size (30,510 patients; 2,128 events) allowed
for flexible modeling approaches, a simpler constant treatment effect model is
adequate for predicting absolute 30-day mortality benefits of treatment with
tPA in patients with acute MI.

Discussion
The linear interaction and the RCS-3 models displayed very good performance
under many of the considered simulation scenarios. The linear interaction
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Figure 4.6: 6 Individualized absolute benefit predictions based on baseline risk when using
a constant treatment effect approach, a linear interaction approach and RCS smoothing using
3 knots. Risk stratified estimates of absolute benefit are presented within quartiles of baseline
risk as reference. 95% confidence bands were generated using 10,000 bootstrap resamples,
where the prediction model was refitted in each run to capture the uncertainty in baseline risk
predictions. For the risk stratifcation approach, we also provide 95% confidence intervals for
the baseline risk quarter-specific average predicted risk over the 10,000 bootstrap samples.

model was optimal in cases with moderate sample sizes (4.250 patients; ~785
events) and moderately performing baseline risk prediction models, that is, it
had lower RMSE, was better calibrated for benefit and had better discrimi-
nation for benefit, even in scenarios with strong quadratic deviations. In sce-
narios with true non-monotonic deviations, the linear interaction model was
outperformed by RCS-3, especially in the presence of treatment-related harms.
Increasing the sample size or the prediction model’s discriminative ability fa-
vored RCS-3, especially in scenarios with strong non-linear deviations from a
constant treatment effect.
Our simulation results clearly express the trade-off between the advantages of
flexibly modeling the relationship between baseline risk and treatment effect
and the disadvantages of overfitting this relationship to the sample at hand.
With infinite sample size, the more flexible approach (here RCS) will be op-
timal, but in practice, with limited sample size, parsimonious models may be
preferable. Even with the substantial sample size of our base case scenario, the
(less flexible) linear interaction model performed better than the (more flexi-
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ble) RCS approach for most simulation settings. The even less flexible constant
treatment effect model, however, was only optimal when the treatment effect
was truly constant. Moreover, the assumption of a constant treatment effect
may often be too strong27,84.
RCS-4 and RCS-5 were too flexible in all considered scenarios, as indicated
by higher RMSE, increased variability of discrimination for benefit and worse
calibration of benefit predictions. Even with larger sample sizes and strong
quadratic or non-monotonic deviations, these more flexible methods did not
outperform the simpler RCS-3 approach. Higher flexibility may only be helpful
under more extreme patterns of treatment effect heterogeneity compared to
the quadratic deviations considered here. Considering interactions in RCS-3
models as the most complex approach often may be reasonable.
Our results can also be interpreted in terms of bias-variance trade-off. The in-
creasingly complex models considered allow for more degrees of freedom which,
in turn, increase the variance of our absolute benefit estimates. However, as
was clear in our simulations, this increased complexity did not always result
in substantial decrease in bias, especially with lower sample sizes and weaker
treatment effects. Consequently, in most scenarios the simpler linear interac-
tion model achieved the best bias-variance balance and outperformed the more
complex RCS methods, even in the presence of non-linearity in the true under-
lying relationship between baseline risk and treatment effect. Conversely, the
simpler constant treatment effect model was often heavily biased and, despite
its lower variance, was outperformed by the other methods in the majority of
the considered scenarios.
Increasing the discriminative ability of the risk model reduced RMSE for all
methods. Higher discrimination translates in higher variability of predicted
risks, which, in turn, allows the considered methods to better capture absolute
treatment benefits. As a consequence, better risk discrimination also led to
higher discrimination between those with low or high benefit (as reflected in
values of c-for-benefit).
The adaptive approach had adequate median performance, following the “true”
model in most scenarios. With smaller sample sizes it tended to miss the
treatment-baseline risk interaction and selected simpler models. This conser-
vative behavior resulted in increased RMSE variability in these scenarios, es-
pecially with true strong linear or non-monotonic deviations. Therefore, with
smaller sample sizes the simpler linear interaction model may be a safer choice
for predicting absolute benefits, especially in the presence of any suspected
treatment-related harms.
A limitation of our simulation study is that we assumed treatment benefit
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to be a function of baseline risk in the majority of the simulation scenarios,
thus ignoring any actual treatment effect modification of individual factors.
We attempted to expand our scenarios by considering moderate and strong
constant treatment-related harms, applied on the absolute scale, in line with
previous work54. In a limited set of scenarios with true interactions between
treatment assignment and covariates, our conclusions remained unchanged (Ap-
pendix B.7). Even though the average error rates increased for all the consid-
ered methods, due to the miss-specification of the outcome model, the linear
interaction model had the lowest error rates. RCS-3 had very comparable per-
formance. The constant treatment effect model was often biased, especially
with moderate or strong treatment-related harms. Future simulation studies
could explore the effect of more extensive deviations from risk-based treatment
effects.
We only focused on risk-based methods, using baseline risk as a reference in
a two-stage approach to individualizing benefit predictions. However, there
is a plethora of different methods, ranging from treatment effect modeling to
tree-based approaches available in more recent literature6,11,12,27,114,136,177,188.
Many of these methods rely on incorporating treatment-covariate interactions
when predicting benefits. An important caveat of such approaches is their
sensitivity to overfitting, which may exaggerate the magnitude of predicted
benefits. This can be mitigated using methods such as cross-validation or
regularization to penalize the effect of treatment-covariate interactions. In the
presence of a limited set of true strong treatment-covariate interactions and
adequate sample size, treatment effect modeling methods may outperform risk
modeling methods. However, often treatment effect modifiers are unknown
and the available sample size does not allow for the exploration of a large
number of interaction effects. In these cases, risk modeling approaches like
the ones presented here can provide individualized benefit predictions that
improve on the “one-size-fits-all” overall RCT result. In a previous simulation
study, a simpler risk modeling approach was consistently better calibrated for
benefit compared to more complex treatment effect modelling approaches89.
Similarly, when SYNTAX score II, a model developed for identifying patients
with complex coronary artery disease that benefit more from percutaneous
coronary intervention or from coronary artery bypass grafting was redeveloped
using fewer treatment-covariate interactions had better external performance
compared to its predecessor45,174.
Finally, in all our simulation scenarios we assumed all covariates to be statis-
tically independent, the effect of continuous covariates to be linear, and no
interaction effects between covariates to be present. This can be viewed as a
limitation of our extensive simulation study. However, as all our methods are
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based on the same fitted risk model, we do not expect these assumptions to
significantly influence their relative performance.
In conclusion, the linear interaction approach is a viable option with moderate
sample sizes and/or moderately performing risk prediction models, assuming
a non-constant relative treatment effect plausible. RCS-3 is a better option
with more abundant sample size and when non-monotonic deviations from a
constant relative treatment effect and/or substantial treatment-related harms
are anticipated. Increasing the complexity of the RCS models by increasing
the number of knots does not improve benefit prediction. Using AIC for model
selection is attractive with larger sample size.

Supplementary material
Supplementary material for this chapter is available in Appendix B and online
at https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-
023-01889-6.
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CHAPTER 5. THE EORTC-DECOG NOMOGRAM

Abstract
Purpose: Based on recent advances in the management of patients with sen-
tinel node (SN)-positive melanoma, we aimed to develop prediction models for
recurrence, distant metastasis (DM) and overall mortality (OM).
Methods: The derivation cohort consisted of 1080 patients with SN-positive
melanoma from nine European Organization for Research and Treatment of
Cancer (EORTC) centers. Prognostic factors for recurrence, DM and OM were
studied with Cox regression analysis. Significant factors were incorporated in
the models. Performance was assessed by discrimination (c- index) and calibra-
tion in cross-validation across centers. The models were externally validated
using a prospective cohort consisting of 705 German patients with SN-positive:
473 trial participants of the German Dermatologic Cooperative Oncology Group
study (DeCOG-SLT) and 232 screened patients. A nomogram was developed
for graphical presentation.
Results: The final model for recurrence and the calibrated models for DM and
OM included ulceration, age, SN tumor burden and Breslow thickness. The
models showed reasonable calibration. The c-index for the recurrence, DM
and OM model was 0.68, 0.70 and 0.70, respectively, and 0.70, 0.72 and 0.74,
respectively, in external validation. The EORTC- DeCOG model identified
a robust low-risk group, with all identified low-risk patients (approximately
4% of the entire population) having a 5-year recurrence probability of <25%
and an overall 5-year recurrence rate of 13%. A model including information on
completion lymph node dissection (CLND) showed only marginal improvement
in model performance.
Conclusions: The EORTC-DeCOG nomogram provides an adequate prognos-
tic tool for patients with SN-positive melanoma, without the need for CLND.
It showed consistent results across validation. The nomogram could be used
for patient counselling and might aid in adjuvant therapy decision-making
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Introduction
The American Joint Committee on Cancer (AJCC) staging system is the most
widely accepted approach to melanoma staging10,52. Patients are classified into
distinct stages based on the tumor node metastasis criteria where nodal sta-
tus is based on number of positive lymph nodes after completion lymph node
dissection (CLND) in case of a positive sentinel node (SN) or after a thera-
peutic lymph node dissection in case of clinically apparent nodal disease. Re-
cently there have been many advances in the care of patients with SN-positive
melanoma that also affect staging, namely CLND is no longer routine prac-
tice as the Multicenter Selective Lymphadenectomy Trial-II (MSLT-II) and
the German Dermatologic Cooperative Oncology Group study (DeCOG-SLT)
demonstrated no survival benefit for CLND44,104–106 and as immune checkpoint
inhibition and targeted therapy have been introduced in the adjuvant setting
with highly encouraging results39,40,112,191. Consequently the AJCC staging
system is likely to be less appropriate for patients with SN-positive melanoma
not undergoing CLND because of decreased discriminatory ability186 as the
number of positive nodes after sentinel lymph node biopsy (SLNB) is not an
independent prognostic factor44,104 (in contrast to involved non-SNs retrieved
after CLND44). As a result, omitting CLND could result in poorer risk strat-
ification and impaired selection for adjuvant therapy. On the other hand, SN
tumor burden has been shown to be an independent predictor of involved non-
SNs51,103,123, and therefore SN tumor burden may serve as a surrogate.
The objective of the present study was to identify independent prognostic fac-
tors in a large European SN- positive melanoma population, using solely in-
formation from the primary melanoma and the SLNB, to develop a prediction
model for recurrence, distant metastasis (DM) and overall mortality (OM),
presented in the form of a nomogram. The resulting model could aid in adju-
vant therapy decision-making. The prediction models were externally validated
using a large prospective German cohort.

Patients and methods
Cohort characteristics
Derivation cohort

The retrospective derivation cohort consisted of 1080 patients with SN-positive
melanoma who underwent SLNB between 1993 and 2008 in one of nine
EORTC Melanoma Group centers that have been previously collected and
described130,131,134,186. The current study only excluded duplicate cases
(𝑛 = 2), leading to a total of 1078 eligible SN-positive patients. The two
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duplicate cases concerned an error in that database. The applied procedures
have been described previously186.

Validation cohort
The prospective German validation cohort involved two sets of patients. The
first set consisted of 473 patients who were included in the DeCOG-SLT mul-
ticenter randomised phase-3 trial comparing survival between patients with
SN-positive melanoma who did or did not undergo CLND104. The second set
consisted of an additional 219 patients from a single center (University Hospital,
Tuebingen) who were initially screened for inclusion in the DeCOG-SLT trial
but were not included because of meeting the trial’s exclusion criteria (e.g. head
and neck melanoma, age >75 years), unwillingness to participate, or no known
reason. They also did or did not undergo CLND and were followed and prospec-
tively registered in accordance with similar protocols. All patients had a tumor
thickness of at least 1 mm and underwent surgery between 2006 and 2014. The
study design, applied procedures and follow-up protocols have been described
in detail elsewhere104. There was no overlap between the derivation cohort and
validation cohort.

Outcomes
Outcomes of interest were first recurrence, first DM and OM. Time to recur-
rence was calculated from date of SLNB to date of first recurrence or date of
death by any cause. Time to first DM was calculated from date of SLNB to
date of first DM or date of death by any cause. Time to OM was calculated
from date of SLNB to date of death by any cause.

Statistical analysis
The checklist proposed by the AJCC was used for guidance in building a high-
quality prediction model78. Associations between possible prognostic factors
and recurrence were studied with Cox regression analysis. The following eight
variables were identified as possible prognostic factors based on clinical experi-
ence, literature review and availability of sufficient data: sex, age, ulceration,
location, histology, Breslow thickness, total number of SNs removed and total
number of positive SNs. To make efficient use of available data, an advanced
multiple imputation of missing values strategy (5 imputations) was applied20.
This was done separately for each derivation center to avoid using information
of missingness in cross-validation. The possible non-linearity of continuous
variables was modeled by logarithmic transformation. Independent prognostic
factors were selected with multivariable backwards selection. Linear predic-
tor values (the sum of truncated predictor values times their predictor effects)
were scaled and rounded to a risk score with integer values between 0 and
100. Because recurrence, DM and OM are strongly related, the final recur-
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rence prediction model based on data from all nine EORTC centers was used
as a basis for predicting DM and OM, where the baseline hazard and the slope
of the recurrence prediction model were calibrated to DM and OM167. This
approach is beneficial as it provides a unique risk score for each individual that
translates into probabilities of all outcomes of interest, instead of developing
three independent prediction models. To test the validity of our approach, we
did develop these independent models and compared them with the calibrated
models. The absolute risk prediction of each outcome was plotted against the
risk score. To reduce overestimation of events occurring in patients with ex-
tremely high scores, scores were truncated at an integer of 23, corresponding
to the 99th percentile of score distribution. Model performance was assessed
by examining discrimination and calibration. Discrimination was measured
using the concordance index (c-index); the closer to 1, the better the discrimi-
nation, and a value of 0.5 indicates that the model is no better than a chance62.
Calibration was assessed visually by plotting the predicted probability against
the actual observed frequency in quintiles of predicted outcomes. A 45 line
indicates perfect calibration (when the predictive value of the model perfectly
matches the patient’s actual risk). Any deviation above or below the 45 line
indicates under-prediction or over-prediction, respectively. A nomogram was
developed for graphical presentation of the models. To evaluate generalizabil-
ity of the models across different centers, an internal-external cross-validation
was performed in which the model was fitted using data from eight centers and
validated in the center that was left out169. In addition we performed external
validation using the prospective German cohort. We first needed to develop
a model for recurrence where we replaced the continuous variable SN tumor
burden with the categorical substitute used in the prospective German cohort
(single cells, <0.5 mm, 0.5-1.0 mm, >1.0-2.0 mm, >2.0-5.0 mm and >5.0 mm).
For the derivation cohort, single cells were defined as <0.1 mm according to
the Rotterdam criteria2. Single cells in the validation cohort were not specifi-
cally defined, but as the Rotterdam criteria were used for measuring SN tumor
burden, definitions are likely to correlate. The performance of this altered
model was compared with the final recurrence model used for the nomogram.
Subsequently the altered model was externally validated with the 692 patients
from the prospective German cohort. To test how much the information on ad-
ditional positive nodes retrieved after CLND would add to the discrimination
of the prediction model, we also developed a prediction model in which the
variable, additional positive nodes after CLND, was added. This model was
based on 1015 patients that underwent CLND in the derivation cohort.
Furthermore we calculated the model performance for recurrence, DM and OM
of the AJCC 7th edition classification, AJCC 8th edition classification and the
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simple classification that was published previously (i.e. absent/present ulcera-
tion and low/high SN tumor burden) was tested186. Lastly the observed out-
comes per group for all classifications were estimated using the Kaplan Meier
analysis. All statistical tests were two-sided, with a P < 0.05 considered statis-
tically significant. All statistical analyses were performed using SPSS version
22.0 (IBM, Armonk, New York, USA) and R (version 2.15, R Foundation for
Statistical Computing, Vienna, Austria, 2011).

Results
The retrospective derivation cohort consisted of 1078 and the prospective val-
idation cohort of 692 patients with SN-positive. Patients in the validation
cohort had less extensive disease in terms of Breslow thickness, number of pos-
itive SNs and tumor burden in the SN compared with those in the derivation
cohort (Table 5.1).
In the derivation cohort, recurrence at five years occurred in 496 patients
(46.0%), DM in 437 patients (40.5%) and OM in 364 patients (33.8%). Me-
dian follow-up time for all survivors was 106 months (interquartile range [IQR]
61-130 months). In the prospective validation cohort, recurrence at five years
occurred in 267 patients (38.6%), DM in 223 patients (32.2%) and OM in 174
patients (25.1%). Median follow-up time for all survivors was 66 months (IQR:
48-94 months).

Models for recurrence, distant metastasis and overall mor-
tality
The final multivariable Cox model for recurrence after backwards selection in-
cluded four independent prognostic factors: ulceration, age, Breslow thickness
and SN tumor burden (Table 5.2). Logarithmic transformation of the contin-
uous variables adequately represented their effects. The c-index for the final
recurrence model was 0.68 (95% confidence interval [CI]: 0.65-0.70). In cross-
validation, the recurrence model was reasonably calibrated across nine center
in general, only in smaller centers there was substantial underestimation of the
risk (Figure S1 of the online Supplement1).
The association between linear predictors of recurrence and DM was of the
same size (calibration slope: 1.01, 95% CI: 0.87-1.16). The c-index for the
calibrated model for DM was 0.70 (95% CI: 0.67-0.72) and was reasonably
calibrated across nine in cross-validation (Figure S2 of the online Supplement).
The performance of this calibrated model, based on the baseline hazard and
the slope of the recurrence model, was similar to that of the independently
developed prediction model for DM (c-index: 0.70, 95% CI: 0.68-0.73)

1https://doi.org/10.1016/j.ejca.2020.04.022
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Table 5.1 Baseline characteristics of derivation and validation cohort. Values in
parentheses are percentages, unless indicated otherwise. Values for age are median (IQR).
Information on positive non-SNs was retrived after CLND. For the derivation single cells
were defined as metastasis <0.1 mm (continues to next page).

Characteristic Derivation cohort Validation cohort P value
(n =1078 ) ( n = 692 )

Age (years) n = 1077 <0.001
51 ( 40-62 ) 57 ( 46-68 )

Gender <0.001
Female 509 ( 47.2 ) 267 ( 38.6 )
Male 569 ( 52.8 ) 425 ( 61.4 )

Breslow (mm) n = 1076 <0.001
3.0 ( 1.9-4.8 ) 2.4 ( 1.6-4.0 )

Ulceration n = 1015 n = 596 0.570
Absent 536 ( 52.8 ) 306 ( 51.3 )
Present 479 ( 47.2 ) 290 ( 48.7 )

Location <0.001
Extremity 614 ( 57.0 ) 335 ( 47.0 )
Trunk 426 ( 39.5 ) 355 ( 51.3 )
Head and neck 38 ( 3.5 ) 12 ( 1.7 )

Positive SNS n = 984 n = 690 <0.001
1 node 775 ( 78.8 ) 623 ( 90.3 )
2 nodes 164 ( 16.7 ) 60 ( 8.7 )
>2 nodes 45 ( 4.6 ) 7 ( 1.0 )

SN tumour burden (mm) 0.9 ( 0.4-2.5 ) - -
SN tumour burden, extended n = 626 <0.001
Single cells 113 ( 10.5 ) 187 ( 29.9 )
<0.5 mm 221 ( 20.5 ) 57 ( 9.1 )
0.5-1.0 mm 235 ( 21.8 ) 208 ( 33.2 )
>1.0-2.0 mm 200 ( 18.6 ) 114 ( 18.2 )
>2.0-5.0 mm 195 ( 18.1 ) 36 ( 5.8 )
>5.0 mm 114 ( 10.6 ) 24 ( 3.8 )

SN tumour burden, simple n = 626 <0.001
<1.0 mm 569 ( 52.8 ) 452 ( 72.2 )
>1.0 mm 509 ( 47.2 ) 174 ( 27.8 )

CLND <0.001
No 63 ( 5.8 ) 384 ( 55.5 )
Yes 1015 ( 94.2 ) 308 ( 44.5 )

Positive non-SNs n = 1007 n = 302 0.088
None 804 ( 79.8 ) 229 ( 75.8 )
1 node 127 ( 12.6 ) 53 ( 17.5 )
>1 node 76 ( 7.5 ) 20 ( 6.6 )
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Table 5.2 Final model for 5-year recurrence (hazard ratio with 95% confidence interval).

Hazard ratio Lower 95 Upper 95

Age 1.28 1.12 1.45
Breslow 1.41 1.23 1.61
SN tumour burden 1.59 1.39 1.81
Ulceration
Absent Reference
Present 1.41 1.16 1.73

The association between linear predictors of recurrence and OM was of the
same size (calibration slope: 1.04, 95% CI: 0.88-1.20). The c-index for the
calibrated model for OM was 0.70 (95% CI: 0.67-0.73), and was reasonably
calibrated across nine centers in cross-validation (Figure S3 of the online Sup-
plement). The performance of this calibrated model was similar to that of
the independently developed prediction model for OM (c-index: 0.70, 95% CI:
0.68-0.73).
A four-item risk score was developed, assigning points to each prognostic fac-
tor based on the magnitude of association with recurrence. A nomogram to
calculate the score and the risk of recurrence, DM and OM is presented in
Figure 5.1. The scores were divided into four risk groups based on the 5-year
probability of recurrence: <25% (low risk; score 6-9; 4.1% of the population);
25-50% (intermediate risk; score 10-15; 52.9% of the population); 50-75% (high
risk; score 16-19; 33.2% of the population); and >75% (very high risk; score
20-23; 10.0% of the population). The observed outcomes for recurrence, DM
and OM per risk group are shown in Table 5.3.

External validation

For external validation purposes, an altered recurrence model was developed
using the categorized SN tumor burden variable used in the prospective German
cohort (Table S1). This altered model showed similar performance compared
with the final recurrence model (c- index 0.68, 95% CI: 0.65-0.70). In external
validation, the c-index for the altered recurrence model was 0.70 (95% CI:
0.67-0.74), for DM 0.72 (95% CI: 0.68-0.75) and for OM 0.74 (95% CI: 0.71-
0.78). The calibration plots indicate good calibration, though there may be
slight underestimation for higher-risk patients in the recurrence and OMmodels
(Figure S2 of the online Supplement).
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Figure 5.1: Nomogram and risk distribution. The curves refer to predicted recurrence,
distant metastasis or overall mortality at 5 years. The histogram refers to the risk score
distribution in the cohort; each bar represents the proportion of patients in the cohort that
was assigned that specific score. The histogram was divided in four risk groups based on the
risk of recurrence: low risk: <25%, intermediate risk: 25-50%, high risk: 50-75% and very
high risk: >75%. The nomogram incorporates four factors: ulceration, age, SN tumor burden
and Breslow thickness. To calculate an individual’s probability of 5-year recurrence, distant
metastasis and overall mortality, values for the prognostic factors must be determined first
(for example: absent ulceration, 35 years, SN tumor burden 0.8 mm and Breslow thickness
1.0 mm). Second, for each value the corresponding points can be obtained by drawing a
line from each value towards the point axis (in example: 0, 1, 4 and 5 points, respectively).
Third, the points must be added up to obtain the total risk score (in example: risk score of
10). Finally, the 5-year recurrence, distant metastasis and overall mortality probability can
be read by moving vertically from the x-axis (total risk score) to the predicted risk curves
and corresponding probabilities on the left y-axis (in example: 26% for recurrence, 20% for
distant metastasis and 16% for overall mortality). The percentage of patients in the entire
population (1078) that also had a total risk score of 10 can be determined from the histogram,
as well as the corresponding percentage of patients on the right y-axis (in example: 7%).

Additional prognostic value of CLND
An extended model for recurrence was created by adding the variable, number
of additional positive nodes after CLND, to the final recurrence model. This
extended model for recurrence had a c-index of 0.69 (95% CI: 0.67-0.72). The
calibrated extended models for DM and OM showed c-indices of 0.72 (95% CI:
0.69-0.74) and 0.72 (95% CI: 0.69-0.75), respectively.

Simple classification
A simplified version of the model stratifies patients into four groups based on
ulceration and SN tumor burden: 1) absent ulceration and ≤ 1.0 mm; 2) absent
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ulceration and >1.0 mm; 3) present ulceration and ≤ 1.0 mm and 4) present
ulceration and >1.0 mm. The c-indices for this classification in predicting
recurrence, DM and OM were 0.63 (95% CI: 0.61-0.65), 0.64 (95% CI: 0.62-
0.67) and 0.64 (95% CI: 0.61-0.67), respectively. The observed outcomes for
recurrence, DM and OM per risk group are shown in Table 5.3.

The American Joint Committee on Cancer (AJCC) classi-
fications
Patients were classified based on the 7th AJCC classification into IIIA ≤ 1.0
mm, IIIA >1.0 mm, IIIB and IIIC and based on the 8th edition into IIIA ≤ 1.0
mm, IIIA >1.0 mm, IIIB, IIIC and IIID. The c-indices for predicting recurrence,
DM and OM for the 7th AJCC edition were 0.61 (95% CI: 0.59-0.63), 0.62 (95%
CI: 0.60-0.65) and 0.62 (95% CI: 0.59-0.65), respectively, and for the 8th AJCC
edition 0.62 (95% CI: 0.59-0.64), 0.63 (95% CI: 0.60-0.65) and 0.63 (95% CI:
0.61-0.66), respectively. The observed outcomes for recurrence, DM and OM
for both AJCC classifications are shown in Table 5.3. A cross-table comparing
the patients staged in accordance with the AJCC classifications and the risk
groups based on the EORTC-DeCOG model is illustrated in Table 5.4. An
overview of c-indices for all the different models is presented in Table 5.5.

Discussion
The present study developed and validated a nomogram to predict five-year re-
currence, DM and OM in patients with SN-positive melanoma, by solely using
information from the primary melanoma and SLNB. The resulting patient-
specific probabilities could be used to tailor adjuvant therapeutic strategies
for patients with SN-positive melanoma, without the prerequisite to undergo
CLND and thereby avoiding potential significant morbidity. The greatest con-
temporary value of our prognostic nomogram is the possibility of identifying
patients at sufficiently low risk for recurrence, DM and OM in whom adjuvant
therapy could be omitted.
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Table 5.3 Observed outcomes per classification in the derivation cohort. Values in parentheses are 95% confidence intervals. This table provides
observed outcomes for 5-year recurrence, distant metastasis and overall mortality per risk group, e.g. when classified as low risk according to the
EORTC-DeCOG model the observed 5-year recurrence was 0.13 with a 95% confidence interval of 0.06-0.20.

Risk groups Recurrence Distant metastasis Overall mortality

EORTC - DeCOG model
Low risk ( <25 % recurrence ) 0.13 ( 0.06-0.20 ) 0.10 ( 0.04-0.16 ) 0.07 ( 0.02-0.13 )
Intermediate risk ( 25-50 % recurrence ) 0.38 ( 0.33 0.43 ) 0.31 ( 0.26-0.36 ) 0.25 ( 0.21-0.30 )
High risk ( 50-75 % recurrence ) 0.61 ( 0.56-0.66 ) 0.55 ( 0.49-0.60 ) 0.49 ( 0.43-0.54 )
Very high risk ( >75 % recurrence ) 0.82 ( 0.73-0.88 ) 0.78 ( 0.69 0.84 ) 0.70 ( 0.61-0.77 )
Simple classification
Group 1 0.32 ( 0.26-0.36 ) 0.26 ( 0.21-0.30 ) 0.21 ( 0.16-0.25 )
Group 2 0.52 ( 0.44-0.58 ) 0.48 ( 0.40-0.54 ) 041 ( 0.33-0.47 )
Group 3 0.49 ( 0.41 0.55 ) 0.42 ( 0.34-0.48 ) 0.35 ( 0.28-0.42 )
Group 4 0.73 ( 0.67 0.77 ) 0.69 ( 0.63-0.74 ) 0.60 ( 0.53-0.66 )
AJCC 7th edition
IIIA � 1.0 mm 0.32 ( 0.26-0.37 ) 0.25 ( 0.20-0.30 ) 0.20 ( 0.15-0.25 )
IIIA >1.0 mm 0.50 ( 0.42-0.57 ) 0.46 ( 0.38-0.53 ) 0.40 ( 0.32-0.46 )
IIIB 0.63 ( 0.58-0.67 ) 0.57 ( 0.52-0.62 ) 0.49 ( 0.44-0.53 )
IIIC 0.60 ( 0.02-0.84 ) 0.62 ( 0.02-0.85 ) 0.63 ( 0.02-0.86 )
AJCC 8th edition
IIIA � 1.0 mm 0.27 ( 0.20-0.34 ) 0.21 ( 0.15-0.28 ) 0.15 ( 0.09-0.21 )
IIIA >1.0 mm 0.37 ( 0.23-0.49 ) 0.34 ( 0.20-0.46 ) 0.27 ( 0.14-0.38 )
IIIB 0.43 ( 0.36-0.48 ) 0.35 ( 0.29 0.41 ) 0.30 ( 0.24-0.36 )
IIIC 0.64 ( 0.59-0.68 ) 0.48 ( 0.53-0.63 ) 0.50 ( 0.45-0.55 )
IIID 0.66 ( 0.00-0.90 ) 0.68 ( 0.00-0.91 ) 0.70 ( 0.00-0.92 )

AJCC, American Joint Committee on Cancer; CI, confidence interval.
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Table 5.4 Cross-table comparing EORTC-DeCOG risk groups with the 7th and 8th AJCC
classification, based on 937 complete cases.

EORTC - DeCOG classification AJCC 7th classification
IIIA �1.0 mm IIIA >1.0 mm IIIB IIIC Total

Low risk ( score 6-9 ) 82 2 5 0 89
Intermediate risk ( score 10-15 ) 207 83 93 2 385
High risk ( score 16-19 ) 15 89 230 1 335
Very high risk ( score 20-23 ) 0 11 113 4 128
Total 304 185 441 7 937

EORTC - DeCOG classification AJCC 8th classification
IIIA �1.0 mm IIIA >1.0 mm IIIB IIIC IIID Total

Low risk ( score 6-9 ) 62 3 22 2 0 89
Intermediate risk ( score 10-15 ) 96 43 157 89 0 385
High risk ( score 16-19 ) 0 10 71 253 1 335
Very high risk ( score 20-23 ) 0 0 2 122 4 128
Total 158 56 252 466 5 937

AJCC: American Joint Committee on Cancer

Although the FDA and EMA pragmatically approved adjuvant therapy for all
stage-III patients, it is still under debate which patients should not be consid-
ered candidates. Patients with stage IIIA ≤ 1.0 mm (AJCC 7th edition) were
considered low risk in most adjuvant therapy trials and were therefore not in-
cluded (one even excluded all IIIA patients)39,65,112,191,199. The current study
indicates that when the AJCC 8th edition criteria are used for defining IIIA
≤ 1.0 mm instead of the 7th edition, it results in improved selection of low-
risk patients in terms of predicted prognosis (e.g. 5-year recurrence probability
of 27% versus 32%, respectively). A recent study also showed that includ-
ing SN tumor burden to the 8th AJCC staging system has crucial prognostic
relevance156. Of note our EORTC-DeCOG model is able to identify an even
more robust low-risk group, as all identified low-risk patients (which approxi-
mately concerned 4% of the entire population after imputation) had a 5-year
recurrence probability of <25% and an overall 5-year observed recurrence rate
of 13%. However, identifying more robust low-risk groups comes at the cost
of fewer patients being assigned low risk (see Table 5.4). Nonetheless a major
advantage of our EORTC-DeCOG model is that it provides a more continuous
type of predicted probabilities. As a result it is possible to derive risk groups
based on outcome probabilities and/or risk scores (e.g. low risk; scores 6–9; re-
currence probability of <25%) which is in contrast to the AJCC classifications
where exact patient/ tumor characteristics define the risk groups (e.g. IIIA ≤
1.0 mm: T1a/b-T2a + N1a-N2a with ≤ 1.0 mm SN tumor burden). In the cur-
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Table 5.5 C-indices with 95% confidence intervals for different prediction models.
Prediction of distant metastasis is done using calibrated models.

Recurrence Distant metastasis Overall mortality

EORTC-DeCOG prediction model 0.68 (0.65-0.70) 0.70 (0.67-0.72) 0.70 (0.67-0.73)
EORTC-DeCOG altered model
Derivation cohort 0.68 (0.65-0.70) 0.70 (0.67-0.72) 0.70 (0.67-0.73)
External validation 0.70 (0.67-0.74) 0.72 (0.68-0.75) 0.74 (0.71-0.78)

EORTC-DeCOG extended model 0.69 (0.67-0.72) 0.72 (0.69-0.74) 0.72 (0.69-0.75)
EORTC-DeCOG simple classification 0.63 (0.61-0.65) 0.64 (0.62-0.67) 0.64 (0.61-0.67)
AJCC 7th edition 0.61 (0.59-0.63) 0.62 (0.60-0.65) 0.62 (0.59-0.65)
AJCC 8th edition 0.62 (0.59-0.64) 0.63 (0.60-0.65) 0.63 (0.61-0.66)

AJCC 7th edition classification is based on IIIA ≥ 1.00 mm, IIIA >1.00 mm, IIIC. AJCC
8th edition classification is based on IIIA ≤ 1.00 mm, IIIA >1.00 mm, IIIB, IIIC, IIID.
AJCC: American Joint Committee on Cancer; SN: sentinel node.

rent study we choose to derive risk groups based on the recurrence probability,
as this seems the most relevant outcome in the context of selecting patients
for adjuvant therapy; other cut-off values and/or outcomes are possible. In
conclusion, the EORTC-DeCOG model not only outperforms the AJCC clas-
sifications in terms of overall model discrimination (see Table 5.5), but also
seems to be able to identify a more robust low-risk group in whom it may be
justified to forego adjuvant therapy.
The previously published simplified model, based on ulceration and SN tumor
burden, harbored the least performance, though still reasonable, and showed
similar predicted prognosis for the low-risk group as the 7th AJCC edition.
Whether to implement a more complex model versus a less robust model is a
balance between performance and simplicity. In our opinion, the simple model
could serve as an easy user-friendly prognostic tool for daily clinical practice
and to generally inform patients, but for more adequate risk estimates and
decisions upon (adjuvant) treatment, we advocate using the comprehensive
EORTC-DeCOG model. Noteworthy, besides the common prognostic factors
(i.e. ulceration, Breslow thickness and SN tumor burden), the current study
also identified increasing age as an independent prognostic factor for recur-
rence, DM and OM. This finding is supported by other studies reporting on
the significance of the patient’s age100.
Stratifying for ulceration and SN tumor burden only was previously demon-
strated to yield similar discriminatory ability for melanoma-specific mortality
as stratifying for AJCC sub-stages which included information on nodal status
after CLND186. The additional value of non-SN status retrieved after CLND
was also tested in the current study, by developing an extended model. This
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model showed only marginal improvement in performance (e.g. c-index for the
recurrence model increased from 0.68 to 0.69), thereby indicating that omitting
CLND has very limited consequences for prognostication if SN tumor burden
is taken into account.
This study has several limitations. First is the retrospective design of the
derivation cohort, which has inherent biases. However, the models proved to
be successful in external validation. Performance was comparable between the
derivation and prospective validation cohort, even though the latter cohort in-
cluded patients with relatively better prognosis (e.g. less extensive disease) and
largely represents a clinical trial population. Adjuvant interferon-𝛼 therapy
was intended in approximately 60% of the patients included in the DeCOG-
SLT trial, which is another possible limitation104. It could have potentially
influenced outcomes, especially in patients with ulcerated melanomas as ulcer-
ation seems to be a predictive factor for IFN sensitivity41,42. Furthermore, it
is unknown how many patients in the validation cohort received effective novel
therapy after recurrence. Because patients were included from 2006 through
2014, it is likely some patients did. As patients in the derivation cohort were in-
cluded from 1993 through 2008, novel therapies probably had limited effect. To
date, no novel biomarker has been validated that suffices to predict long-term
clinical benefits and subsequently could be incorporated in the models, despite
efforts in this direction (e.g. PD-L1)128. In addition, other prognostic factors
such as mitotic rate or microsatellites could not be incorporated in the present
models because of insufficient data. Another limitation is the inadequate repre-
sentation of patients with SN-positive with a head and neck melanoma in both
cohorts. For the validation cohort this is largely explained as it was an exclu-
sion criterion in the DeCOG-SLT trial, and for the derivation cohort this might
be partially explained by the historical concerns of poor safety, accuracy and
prognostication. Similar numbers (~5%) have been reported in other European
cohorts143,153, while particularly American cohorts have reported higher num-
bers (>10%)44,94. With the introduction of adjuvant therapies, the number of
performed SLNBs in head and neck melanomas is likely to increase.
Considering the advances in the management of patients with SN-positive
melanoma, it becomes highly relevant to have a prediction model that provides
precise patient-specific probabilities based on solely factors from the primary
melanoma and the SLNB. The EORTC-DeCOG nomogram is the first that
meets these demands, and as a result it could be used for patient counselling
and assist in trial design. In addition it might aid in adjuvant therapy decision-
making. To facilitate its use, an online calculator has been developed and can
be accessed at https://www. evidencio.com/models/show/2010.
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Abstract
Objectives: Develop simple and valid models for predicting mortality and
need for intensive care unit (ICU) admission in patients who present at the
emergency department (ED) with suspected COVID-19.
Design: Retrospective.
Setting: Secondary care in four large Dutch hospitals.
Participants: Patients who presented at the ED and were admitted to hospi-
tal with suspected COVID-19. We used 5831 first-wave patients who presented
between March and August 2020 for model development and 3252 second-wave
patients who presented between September and December 2020 for model val-
idation. Outcome measures We developed separate logistic regression models
for in-hospital death and for need for ICU admission, both within 28 days af-
ter hospital admission. Based on prior literature, we considered quickly and
objectively obtainable patient characteristics, vital parameters and blood test
values as predictors. We assessed model performance by the area under the
receiver operating characteristic curve (AUC) and by calibration plots.
Results: Of 5831 first-wave patients, 629 (10.8%) died within 28 days after
admission. ICU admission was fully recorded for 2633 first-wave patients in 2
hospitals, with 214 (8.1%) ICU admissions within 28 days. A simple model with
age, respiratory rate, C reactive protein, lactate dehydrogenase, albumin and
urea captured most of the ability to predict death. COPE was well calibrated
and showed good discrimination for mortality in second-wave patients (AUC
in four hospitals: 0.82 (95% CI 0.78 to 0.86); 0.82 (95% CI 0.74 to 0.90); 0.79
(95% CI 0.70 to 0.88); 0.83 (95% CI 0.79 to 0.86)). COPE was also able to
identify patients at high risk of needing ICU admission in second-wave patients
(AUC in two hospitals: 0.84 (95% CI 0.78 to 0.90); 0.81 (95% CI 0.66 to 0.95)).
Conclusions: COPE is a simple tool that is well able to predict mortality
and need for ICU admission in patients who present to the ED with suspected
COVID-19 and may help patients and doctors in decision making.

96



Background

Background
The COVID-19 pandemic is putting extraordinary pressure on emergency de-
partments (EDs), clinical wards and intensive care units (ICUs). Clinical pre-
diction models for COVID-19 outcomes have the potential to support decision
making about hospital admission. Existing models that predict mortality for
non-trauma patients presenting to the ED are unlikely to be well calibrated
and optimally discriminating for patients with COVID1915. Most currently
available models specifically developed for patients with COVID-19 that were
assessed with the prediction model risk of bias assessment tool contain a high
risk of bias122,166,197. The most common reasons were non-representative selec-
tion of control patients, exclusion of patients in whom the event of interest was
not observed by the end of the study, high risk of model overfitting and vague
reporting. Additionally, the description of the study population or intended
use of the models was often missing, and calibration of the model predictions
was rarely assessed.
The recently proposed 4C Mortality Score is probably at low risk of bias, but
was derived from a selected population of patients admitted to UK hospitals
who were seriously ill (mortality rate of 32.2%). Predictors included the
number of comorbidities and the Glasgow Coma Scale, items that are not
easily and unambiguously obtained for patients with suspected COVID-19 at
EDs everywhere37,95. Similarly, the promising risk scores Veterans Health
Administration COVID-19 (VACO) and COVID-GRAM—predicting 30-day
mortality in positively tested patients and critical illness in hospitalised
patients, respectively—require knowledge on pre-existing comorbidities88,108.
The COVID-GRAM model also requires chest radiography results.
We aimed to develop and validate a simple and valid model for predicting mor-
tality and the need for ICU in all patients who are suspected to have COVID-19
when presenting at the ED. To facilitate implementation in clinical practice, we
only included quickly and objectively obtainable patient characteristics, vital
parameters and blood test values.

Methods
Population
Nineteen large Dutch hospitals were requested to supply anonymised retrospec-
tive data on the cohorts of patients with COVID-19 who were admitted to
their hospital. Of those hospitals, Catharina Hospital Eindhoven, Zuyderland
Medical Center Heerlen, Isala Clinics Zwolle, Erasmus University Medical Cen-
ter Rotterdam and Antonius Hospital Sneek supplied these data. The data
from Antonius Hospital Sneek were not used in the analyses, because of large
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proportions of missing predictor values.
For model development, we used the data of patients who presented at the
ED and were admitted to the hospital with suspected COVID-19 in the first
wave of the pandemic, that is, from March up to and including August 2020.
Patients being transferred to other hospitals were excluded since information
on outcomes was missing. For model validation, we used data of patients who
presented at the ED and were admitted to the hospital with suspected COVID-
19 in the second wave of the pandemic, that is, from September up to and
including December 2020. Potential multiple hospital admissions of the same
patient were considered as independent hospital admissions.

Outcomes
The outcomes of interest were: (1) in-hospital death or transfer to a hospice
within 28 days after hospital admission and (2) admission to ICU within 28
days after hospital admission.

Predictors
Based on prior literature, we included patient characteristics (sex, age, body
mass index), vital parameters (oxygen saturation, systolic blood pressure, heart
rate (HR), respiratory rate (RR), body temperature) and blood test values
(C reactive protein (CRP), lactic dehydrogenase (LDH), D-Dimer, leucocytes,
lymphocytes, monocytes, neutrophils, eosinophils, Mean Corpuscular Volume
(MCV), albumin, bicarbonate, sodium, creatinine, urea), all measured at ED
admission, as potential predictors197. Furthermore, we included the month of
admission to capture potential changes in outcomes over time. In case of mul-
tiple measurements for the same patient, we used the first measurement after
presentation at the ED. We used multivariate imputation by chained equations
(R-packages mice) for multiple imputation of missing predictor values20,176.
Multiple imputation in the validation data was undertaken separately from
multiple imputation in the development data to ensure fully independent model
validation.

Model development
Logistic regression was used to analyse associations between predictors and
outcomes. We decided on including non-linear transformations of potential
predictors on the basis of a full model with a restricted cubic spline (three
knots; two regression coefficients) for each continuous predictor50,170. Based
on Wald statistics, we selected the most promising predictors into a parsimo-
nious model for easy use in clinical practice. To prevent overfitting, we used
bootstrap validation—including the same variable selection strategy to mimic
our modelling strategy—to estimate a uniform shrinkage factor50. The regres-
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sion coefficients of the final model were multiplied by this shrinkage factor, and
the model intercept was adjusted to ensure overall calibration of the model.
We used the R-package rms (Regression Modelling Strategies) for regression
analyses64,176.

Model validation
Model performance was assessed with temporal validation in second wave pa-
tients, in each of the four separate hospitals. We assessed discriminative ability
with the area under the receiver operating characteristic curve (AUC) and cal-
ibration with calibration plots of five equally sized groups of predicted risk,
calibration intercepts and calibration slopes. The model-based concordance
(mbc) was used to understand the impact of potential differences in case-mix
heterogeneity between the development and validation data on discriminative
ability90.

Patient and public involvement
Patients were not directly involved in the design of this study. The out-
come of interest and the potential predictors were selected up front by a
group of hospital physicians caring for patients with COVID-19 (ED, internal
medicine, pulmonary medicine, ICU). Since we retrospectively collected data,
patients were not burdened by our study. In future research, we will convene
multi-stakeholder panels of approximately 12 members including patients with
COVID-19, relatives, hospitals physicians caring for patients with COVID-19,
palliative care physicians and ethicists, with the aim to develop a full under-
standing of how the models may best support patients and clinicians in making
critical patient-centred decisions.

Results
Population and outcomes
The database contained 5912 patients who presented at the ED from March
up to and including August 2020 and who were admitted to the hospital with
a suspicion of COVID-19. Of those patients 81 (1.4%) were excluded because
of a transfer to other hospitals (outcome not recorded). The development data
included 5831 patients of whom 629 (10.8%) died, 5070 (86.9%) were discharged
within 28 days after hospital admission, and 132 (2.3%) were still in hospital at
28 days after admission. Patients who died—in comparison with patients who
were discharged—tended to be more often male (64% vs 56%), at older age
(median 78 vs 69), with higher RR (median 23 vs 19) and HR (median 93 vs
90), lower oxygen saturation (median 94.1 vs 96.0), higher blood levels of CRP
(median 91 vs 43), LDH (median 338 vs 237), creatinine (median 102 vs 82)
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and urea (median 9.6 vs 6.2) and lower blood levels of lymphocytes (median
0.80 vs 1.10) and albumin (median 36 vs 40) (Table 6.1). Similar patterns were
seen in 3252 patients who were admitted to hospital in the second wave of the
pandemic from September up to and including December 2020, of whom 326
(10.0%) died, 2854 (87.8%) were discharged within 28 days after admission, and
72 (2.2%) were still in hospital at 28 days after admission.
Admission to ICU was fully recorded—including ICU admissions at a later
time point than the initial hospital admission—for 2633 patients in 2 hospitals
(214 ICU admissions within 28 days (8.1%)) in the first wave of the pandemic.
Patients who were admitted to the ICU—in comparison with patients who were
discharged or died without being admitted to the ICU—tended to be more often
male (68% vs 57%), with higher RR (median 23 vs 19) and HR (median 91 vs
88), lower oxygen saturation (median 95.0 vs 95.8), higher blood levels of CRP
(median 88 vs 47), LDH (median 318 vs 234), creatinine (median 93 vs 84) and
urea (median 7.1 vs 6.6) and lower blood levels of albumin (median 38 vs 40)
(Table 6.2). In contrast with patients who died, patients who were admitted to
the ICU were not older than patients who were discharged (median 68 vs 71),
probably due to decisions not to admit frail patients to the ICU. Patterns were
similar in 1466 patients (86 ICU admissions within 28 days (5.9%)) who were
admitted to these 2 hospitals in the second wave of the pandemic.
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Table 6.1 Baseline characteristics of development and validation patient cohorts median (‘M’) and quartile range (‘Q1’=first quartile;
‘Q3’=third quartile) are presented for all continuous variables (continues to next page).

% missing All patients Discharged or dead In hospital ICU admission

A. Development data n = 5831 n = 5070 n = 132 n = 629
Male sex 0 57% 56% 64% 64%
Age (years) 0 70 (58, 80) 69 (56, 78) 71 (62, 79) 78 (70, 84)
BMI (kg/m²) 58 26 (23, 30) 26 (23, 30) 25 (23, 29) 26 (23, 30)
HR (bpm) 39 90 (78, 103) 90 (78, 103) 87 (76, 99) 93 (80, 107)
SBP (mmHg) 42 133 (118, 150) 133 (119, 151) 136 (115, 152) 131 (114, 145)
RR (/min) 42 19 (16, 23) 19 (16, 23) 20 (17, 24) 23 (19, 28)
Saturation (%) 41 95.8 (94, 97.5) 96 (94.3, 97.8) 95.4 (93.6, 97) 94.1 (91.9, 96)
Temperature (°C) 40 37.3 (36.7, 38.1) 37.3 (36.7, 38) 37.5 (37, 38.1) 37.4 (36.7, 38.1)
CRP (mg/L) 7 48 (10, 118) 43 (8, 110) 85 (34, 160) 91 (41, 180)
D dimer (µg/L) 64 1100 (527, 2545) 1028 (504, 2300) 1950 (719, 8110) 2100 (949, 4772)
LDH (U/L) 18 244 (200, 322) 237 (197, 302) 300 (234, 422) 338 (253, 492)
Leucocytes (x10^9/L) 7 9.1 (6.7, 12.7) 9.1 (6.7, 12.6) 9.4 (6.5, 12.5) 9.2 (6.4, 14)
Lymphocytes (x10^9/L) 16 1.04 (0.66, 1.6) 1.1 (0.7, 1.7) 0.8 (0.54, 1.3) 0.8 (0.51, 1.3)
Albumin (g/L) 15 39 (36, 42) 40 (36, 43) 37 (34, 41) 36 (33, 39)
Bicarbonate (mmol/L) 45 23.6 (21, 26) 24 (22, 26) 23 (21, 26) 22 (20, 25)
Creatinine (µmol/L) 8 84 (66, 111) 82 (65, 107) 89 (66, 111) 102 (75, 153)
Eosinophils (x10^9/L) 26 0.03 (0, 0.1) 0.03 (0.01, 0.1) 0.03 (0, 0.1) 0.01 (0, 0.1)
MCV (fL) 7 90 (87, 94) 90 (86, 94) 90 (88, 94) 91 (87, 96)
Monocytes (x10^9/L) 30 0.67 (0.44, 0.95) 0.68 (0.45, 0.95) 0.59 (0.33, 0.83) 0.61 (0.33, 0.94)
Neutrophils (x10^9/L) 16 5.6 (2.2, 9) 5.6 (2.2, 8.9) 7 (4, 10.3) 5.5 (1.8, 9.1)
Sodium (mmol/L) 9 138 (135, 140) 138 (135, 140) 137 (133, 141) 137 (134, 140)
Urea (mmol/L) 9 6.5 (4.6, 9.7) 6.2 (4.5, 9) 7.4 (5.1, 11) 9.6 (6.6, 15)
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Table 6.1 Continued.

% missing All patients Discharged or dead In hospital ICU admission

B. Validation data n = 3252 n = 2854 n = 72 n = 326
Male sex 0 56% 56% 46% 61%
Age (years) 0 71 (58, 80) 69 (55, 79) 72 (58, 82) 79 (73, 85)
BMI (kg/m²) 59 26 (23, 30) 26 (23, 30) 26 (24, 30) 25 (22, 29)
HR (bpm) 40 90 (78, 105) 90 (78, 104) 84 (75, 106) 92 (78, 105)
SBP (mmHg) 43 134 (119, 151) 135 (120, 152) 134 (122, 149) 129 (110, 141)
RR (/min) 43 20 (16, 24) 20 (16, 24) 20 (17, 26) 23 (19, 27)
Saturation (%) 40 95.7 (94, 97.5) 96 (94, 97.7) 95.5 (94, 97) 94.8 (92.3, 96.5)
Temperature (°C) 42 37.3 (36.7, 38.1) 37.3 (36.7, 38.1) 37.3 (36.8, 38.1) 37.2 (36.4, 38)
CRP (mg/L) 9 57 (16, 124) 54 (15, 120) 76 (21, 169) 80 (33, 159)
D dimer (µg/L) 76 1060 (531, 2170) 1013 (490, 2012) 1080 (640, 2570) 1495 (870, 3724)
LDH (U/L) 22 247 (203, 334) 242 (200, 317) 281 (226, 390) 315 (238, 489)
Leucocytes (x10^9/L) 10 9.4 (6.6, 12.9) 9.4 (6.6, 12.9) 9.6 (7, 13.2) 9.5 (6.8, 13.3)
Lymphocytes (x10^9/L) 20 0.98 (0.62, 1.5) 1 (0.64, 1.5) 1.1 (0.72, 1.53) 0.71 (0.48, 1.2)
Albumin (g/L) 20 39 (35, 42) 39 (35, 42) 36 (32, 39) 36 (32, 40)
Bicarbonate (mmol/L) 50 23.5 (21, 26) 23.6 (21, 26) 22.8 (20, 27) 22.8 (20, 25)
Creatinine (µmol/L) 10 84 (66, 116) 83 (65, 111) 80 (58, 118) 103 (74, 158)
Eosinophils (x10^9/L) 27 0.03 (0.01, 0.1) 0.03 (0.01, 0.1) 0.03 (0.01, 0.09) 0.03 (0, 0.04)
MCV (fL) 10 90 (87, 94) 90 (87, 94) 92 (88, 95) 91 (88, 96)
Monocytes (x10^9/L) 30 0.67 (0.43, 0.98) 0.67 (0.44, 0.98) 0.57 (0.38, 1) 0.58 (0.36, 0.97)
Neutrophils (x10^9/L) 21 5.8 (2.4, 9.4) 5.8 (2.4, 9.4) 6.6 (3.3, 9.1) 5.6 (2.2, 9.4)
Sodium (mmol/L) 11 137 (134, 139) 137 (134, 139) 136 (133, 139) 137 (133, 140)
Urea (mmol/L) 11 6.9 (4.9, 10.4) 6.6 (4.7, 9.8) 7.3 (5.3, 11.8) 10.3 (7.4, 17)
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Table 6.2 Baseline characteristics of development and validation patient cohorts of two hospitals with a full record of ICU admissions median
(‘M’) and quartile range (‘Q1’=first quartile; ‘Q3’=third quartile) are presented for all continuous variables (continues to next page).

% missing All patients Discharged or dead In hospital ICU admission

A. Development data n = 2633 n = 2387 n = 32 n = 214
Male sex 0 58% 57% 63% 68 %
Age (years) 0 71 (58, 80) 71 (57, 80) 80 (71, 85) 68 (59, 74)
BMI (kg/m²) 48 26 (23, 30) 26 (23, 30) 25 (22, 29) 27 (24, 31)
HR (bpm) 14 88 (77,100) 88 (77, 100) 87 (77, 98) 91 (79, 104)
SBP (mmHg) 20 131 (116, 149) 131 (116 , 149) 140 (122 , 159) 129 (114 , 145)
RR (/min) 15 19 (15, 23) 19 (15, 23) 18 (16 , 22) 23 (18 , 27)
Saturation (%) 10 95.(94, 97).3 95.(94, 97).4 96 (95, 97).5 95 (93.1, 96).7
Temperature (°C) 11 37.2 (36.7, 37.9) 37.2 (36.7, 37.9) 37.4 (36.7, 37.8) 37.4 (36.7, 38.2)
CRP (mg/L) 4 (11, 120) 47 (10, 110) 82 (41, 175) 88 (20, 178)
D dimer (µg/L) 79 1100 (463, 2700) 1040 (460, 2453) 3400 (2000, 5400) 2000 (590, 4900)
LDH (U/L) 11 239 (197, 317) 234 (194, 306) 270 (216, 324) 318 (234, 444)
Leucocytes (x10^9/L) 4 9.5 (6.7, 13.2) 9.4 (6.8, 13.1) 12 (9.2, 16.1) 10.3 (6.3, 14.7)
Lymphocytes (x10^9/L) 11 1 (0.67, 1.6) 1 (0.7, 1.6) 0.74 (0.55, 1.3) 1.1 (0.7, 1.5)
Albumin (g/L) 8 40 (36, 43) 40 (36, 43) 37 (34, 41) 38 (35, 42)
Bicarbonate (mmol/L) 66 23 (21, 25) 23 (21, 25) 24 (22, 26) 21 (19, 24)
Creatinine (µmol/L) 5 85 (67, 113) 84 (67, 112) 85 (64, 113) 93 (73, 125)
Eosinophils (x10^9/L) 27 0.1 (0.03, 0.1) 0.1 (0.03, 0.11) 0.03 (0.03, 0.1) 0.1 (0.03, 0.1)
MCV (fL) 5 91 (87, 95) 91 (87, 95) 92 (90, 97) 91 (88, 95)
Monocytes (x10^9/L) 41 0.72 (0.47, 1) 0.73 (0.48, 1) 0.71 (0.56, 1.02) 0.64 (0.39, 1)
Neutrophils (x10^9/L) 11 7.2 (4.8, 10.5) 7.1 (4.8, 10.4) 9.8 (6.6, 14.5) 7.7 (5, 11.1)
Sodium (mmol/L) 5 137 (134, 140) 137 (134, 140) 138 (134, 140) 137 (134, 139)
Urea (mmol/L) 5 6.6 (4.7, 9.9) 6.6 (4.6, 9.8) 8.4 (6.3, 11.9) 7.1 (5.1, 11)
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Table 6.2 Continued.

% missing All patients Discharged or dead In hospital ICU admission

B. Validation data n = 1466 n = 1356 n = 24 n = 86
Male sex 0 58% 58 % 38% 71%
Age (years) 0 71 (57, 80) 71 (56, 80) 80 (69, 85) 70 (62, 76)
BMI (kg/m²) 40 26 (23, 30) 26 (23, 30) 25 (22, 31) 28 (24, 30)
HR (bpm) 16 89 (77, 103) 89 (77, 103) 78 (73, 99) 89 (78, 103)
SBP (mmHg) 21 134 (119, 151) 134 (119, 151) 132 (111, 149) 141 (124, 157)
RR (/min) 17 19 (16, 23) 19 (16, 23) 19 (16, 22) 23 (19, 28)
Saturation (%) 9 95.7 (94, 97.3) 95.9 (94, 97.5) 96.2 (94.5, 97) 93.8 (91.3, 95.7)
Temperature (°C) 13 37.2 (36.7, 37.9) 37.2 (36.7, 37.9) 37.2 (36.7, 37.7) 37.4 (37, 38)
CRP (mg/L) 5 49 (14, 115) 47 (13, 110) 77 (25, 135) 114 (40, 206)
D dimer (µg/L) 95 460 (210, 1275) 440 (210, 1350) 770 (770, 770) 913 (890, 937)
LDH (U/L) 13 238 (196, 314) 234 (195, 307) 254 (217, 288) 360 (234, 531)
Leucocytes (x10^9/L) 6 9.7 (6.8, 13.2) 9.7 (6.8, 13.2) 12 (7.3, 15) 8.9 (6.7, 13.1)
Lymphocytes (x10^9/L) 12 1 (0.65, 1.5) 1 (0.66 , 1.5) 1.1 (0.8, 1.33) 0.8 (0.6, 1.55)
Albumin (g/L) 9 40 (37, 42) 40 (37, 42) 37 (35, 38) 39 (36, 42)
Bicarbonate (mmol/L) 65 23 (21, 25) 23 (21, 25) 23 (21, 26) 22 (19, 25)
Creatinine (µmol/L) 6 86 (68, 119) 85 (68, 117) 80 (58, 122) 96 (77, 138)
Eosinophils (x10^9/L) 20 0.07 (0.03, 0.1) 0.07 (0.03, 0.11) 0.05 (0.03, 0.1) 0.05 (0.03, 0.1)
MCV (fL) 6 91 (88, 95) 91 (88, 95) 94 (90, 97) 91 (87, 95)
Monocytes (x10^9/L) 33 0.7 (0.47, 1) 0.7 (0.48, 1) 0.68 (0.48, 1.03) 0.61 (0.4, 1)
Neutrophils (x10^9/L) 13 7.4 (4.8 , 11) 7.3 (4.7, 11) 9 (5.5, 13.1) 7.4 (5 , 10.8)
Sodium (mmol/L) 6 137 (134, 139) 137 (134, 139) 136 (133, 138) 135 (132, 138)
Urea (mmol/L) 7 6.7 (4.9 , 10) 6.6 (4.8, 9.9) 8 (4.7, 12.8) 7.8 (5.9, 12.2)
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Prediction of death
Patients who were admitted in the first month of the pandemic in the Nether-
lands, that is, in March 2020, were at substantially increased risk of death
(Table 6.3: multivariable OR 1.99; 95% CI 1.61 to 2.47). All models included
this correction factor for the first month, to avoid overestimation of risk after
the first month of the pandemic. Consequently, to avoid overestimation of the
discriminative ability, we limited validation of models in the development data
to patients who were admitted from April 2020 onward.
D-dimer concentration in the blood, measured to detect thrombosis, was not
analysed in the regression analysis, because 64% and 76% were missing in the
development and validation data, respectively (Table 6.1). Based on a full
model with restricted cubic splines of all potential variables, we decided to
transform all biomarkers and RR with the natural logarithm, while keeping all
other predictor effects linear. Some strong univariable associations with death—
for example of logarithmically transformed lymphocytes and creatinine (Table
6.3; Wald statistics 48 and 133, respectively)—were very weak in multivari-
able analysis (Table 6.3; Wald statistics 0 and 4, respectively). The predictive
ability of the resulting full multivariable regression model was mainly driven
by age, LDH, urea, RR, CRP, Albumin, oxygen saturation and bicarbonate
(ORs and Wald statistics in Table 6.3). A simple model—named COVID out-
come prediction in the emergency department (COPE)—with linear age and
logarithmic transforms of RR, CRP, LDH, albumin and urea captured most
of the ability to predict death within 28 days (Table 6.3; Figure 6.1). Based
on internal bootstrap validation, we applied a shrinkage factor of 0.93 to the
regression coefficients.
COPE showed good discrimination for predicting death in 4498 patients who
were admitted from April up to and including August 2020 in the first wave
(online supplemental Figure 1); AUC in 4 hospitals 0.85 (95% CI 0.81 to 0.88));
0.81 (95% CI 0.71 to 0.91); 0.86 (95% CI 0.82 to 0.90); 0.85 (95% CI 0.81
to 0.88)) and, more importantly, in the validation sample of 3235 patients
who were admitted in the second wave from September up to and including
December 2020 (Figure 6.2; AUC in four hospitals: 0.82 (95% CI 0.78 to 0.86);
0.82 (95% CI 0.74 to 0.90); 0.79 (95% CI 0.70 to 0.88); 0.83 (95% CI 0.79
to 0.86)). The decrease in AUC over time was partly driven by less case mix
heterogeneity—expressed by a lower model-based AUC (mbc)—of second wave
patients (Figure 6.2; mbc in four hospitals: 0.81; 0.82; 0.81; 0.82) as compared
with first wave patients (online supplemental Figure 1); mbc in four hospitals
0.82; 0.85, 0.83, 0.84). COPE was well calibrated in second wave patients
of each of the four hospitals, both on average—expressed by hospital-specific
calibration intercepts: 0.08 (95% CI −0.15 to 0.30); −0.17 (95% CI −0.65 to
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0.30); −0.01 (95% CI −0.40 to 0.39); −0.12 (95% CI −0.30 to 0.07)—and
by predicted risk levels—expressed by hospital-specific calibration slopes: 1.09
(95% CI 0.86 to 1.31); 0.90 (95% CI 0.49 to 1.32); 0.91 (95% CI 0.57 to 1.25);
0.97 (95% CI 0.79 to 1.14) (Figure 6.2).
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Figure 6.1: Multivariable effects of continuous predictors of death within 28 days predictions
of the logarithm of the odds by continuous predictor levels, with other predictor levels set to
the median. Wald statistics are listed within each plot to express variable importance (higher
is better). CRP, C reactive protein; LDH, lactic dehydrogenase; RR, respiratory rate.
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Table 6.3 Univariable and multivariable associations between predictors and death within 28 days OR with 95for a model with all available
predictors (columns ‘full model’) and for a model with only the six strongest predictors (columns ‘selected model’)

Univariable Full model Selected model COPE

Predictor Contrast OR 95% CI Wald OR 95% CI Wald OR 95% CI Wald OR

Month ≥ April vs ≤April 2.57 2.16 to 3.05 114 1.99 1.61 to 2.47 39 2.06 1.68 to 2.52 49 1.96
Sex male vs female 1.37 1.15 to 1.63 13 1.12 0.9 to 1.39 1
Age (years) 80 vs 58 3.07 2.63 to 3.58 201 3.16 2.56 to 3.91 113 2.95 2.42 to 3.6 112 2.74
BMI (kg/m) 35 vs 25 1.07 0.89 to 1.28 1 1.09 0.9 to 1.34 1
HR (bpm) 103 vs 78 1.16 1.05 to 1.29 8 1.19 0.97 to 1.45 3
SBP (mmHg) 150 vs 118 0.76 0.65 to 0.89 12 0.86 0.73 to 1.01 3
RR (/min) 23 vs 16 1.98 1.77 to 2.21 150 1.63 1.34 to 1.99 24 1.91 1.63 to 2.23 64 1.82
Saturation (%) 97.5 vs 94 0.61 0.52 to 0.72 37 0.77 0.65 to 0.9 10
Temperature (C) 38 vs 37 1.16 1.02 to 1.32 5 1.05 0.87 to 1.27 0
CRP (mg/L) 118 vs 10 2.76 2.35 to 3.25 149 1.54 1.22 to 1.93 14 1.57 1.27 to 1.93 18 1.52
LDH (U/L) 322 vs 200 2.17 1.99 to 2.36 309 1.83 1.62 to 2.06 99 1.85 1.66 to 2.05 127 1.77
Leucocytes (x10^9/L) 12.7 vs 6.7 1.01 0.92 to 1.11 0 0.88 0.75 to 1.02 3
Lymphocytes (x10^9/L) 1.6 vs 0.66 0.67 0.6 to 0.75 48 1.03 0.9 to 1.19 0
Albumin (g/L) 42 vs 36 0.58 0.53 to 0.62 191 0.8 0.71 to 0.9 14 0.77 0.69 to 0.86 21 0.78
Bicarbonate (mmol/L) 25.9 vs 21.4 0.71 0.65 to 0.78 54 0.81 0.71 to 0.92 10
Creatinine (Ámol/L) 111 vs 66 1.58 1.46 to 1.71 133 0.85 0.72 to 1 4
Eosinophils (x10^9/L) 0.1 vs 0.004 0.77 0.64 to 0.93 7 1.08 0.9 to 1.3 1
MCV (fL) 94 vs 87 1.18 1.08 to 1.29 14 1.1 0.99 to 1.23 3
Monocytes (x10^9/L) 0.95 vs 0.44 0.84 0.74 to 0.96 7 1.08 0.87 to 1.35 1
Neutrophils (x10^9/L) 9 vs 2.2 0.97 0.88 to 1.07 0 0.94 0.82 to 1.08 1
Sodium (mmol/L) 140 vs 135 0.98 0.96 to 1.01 1 1.03 0.98 to 1.09 1
Urea (mmol/L) 9.7 vs 4.6 2.48 2.24 to 2.76 291 1.79 1.43 to 2.24 26 1.61 1.42 to 1.83 53 1.56
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Figure 6.2: Temporal validation: Performance of COPE for predicting death in second
wave patients calibration plots of patients who were admitted since September 2020 in four
separate Dutch hospitals. n is number of patients; a=calibration intercept (0 is perfect);
b=calibration slope (1 is perfect); c=AUC (0.5 is useless; 1 is perfect); mbc=model-based
AUC. AUC, area under the curve; COPE, COVID-19 outcome prediction in the emergency
department.

When stratifying second wave patients according to a mortality risk threshold
equal to the event rate (10%), COPE assigned high risk to 246/326 patients
who actually died (76% sensitivity, ie, 24% false negatives) and low risk to
2086/2926 patients who actually survived (71% specificity, ie, 29% false pos-
itives). With a 5% risk threshold, the sensitivity increased to 93% while the
specificity decreased to 49%. Based on a 20% risk threshold, the sensitivity
decreased to 49% while the specificity increased to 89%.

Prediction of need for ICU admission
The probability of being admitted to the ICU was decreasing with age after the
age of 70 (OR of age �80 vs 70–79: 0.17 (95% CI 0.10 to 0.30)), likely reflecting
the decision not to admit older patients to the ICU. When adjusting for this
decreasing age effect after the age of 70—by including a linear spline with a
knot at age 70 in the regression model (online supplemental Figure 2)—the
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strongest predictors of death were also predictive of ICU admission within 28
days, but associations were generally weaker for the latter (table 4 vs table
3). In patients below the age of 70, admitted from April up to and including
August 2020, a model with the linear predictor of death calibrated to ICU
admission had similar discriminative ability to a model that refitted all the
predictor effects (AUC 0.71 for both models). For robustness, we implemented
the calibrated model, also adjusted for a linearly decreasing age effect after the
age of 70, and not the refitted model (calibration slope 0.60; 95% CI 0.49 to
0.70) into COPE for predicting ICU admission. To predict the need for ICU
admission of future patients over the age of 70 COPE ignores the decreasing
age effect after the age of 70, since the observed ICU admission rate is proba-
bly an inaccurate estimate of the medical need for ICU admission. By fitting a
linearly decreasing age effect in patients over the age of 70 which is not applied
when predicting for future patients, predictions of ICU admission after the age
of 70 are based on an extrapolation of the observed age effect on ICU admission
in patients below the age of 70. Due to the weaker predictor effects, the dis-
criminative ability of COPE was more moderate for predicting ICU admission
than for predicting death (online supplemental Figure 3); AUC in two hospi-
tals: 0.66 (95% CI 0.58 to 0.74); 0.79 (95% CI 0.69 to 0.88)). Although COPE
significantly overestimated ICU admission in second wave patients (Figure 6.3;
calibration intercept in two hospitals: −0.41 (95% CI −0.77 to −0.05); −0.72
(95% CI −1.34 to −0.11)), it was better able to identify the patients at high
risk of needing ICU admission, as expressed by higher discriminative ability
(Figure 6.3; AUC in two hospitals: 0.84 (95% CI 0.78 to 0.90); 0.81 (95% CI
0.66 to 0.95)) and substantially stronger predictor effects (calibration slope in
two hospitals: 1.55 (95% CI 1.03 to 2.06); 1.53 (95% CI 0.60 to 2.46)).

Model presentation
The resulting COPE models for predicting death as well as need for ICU admis-
sion within 28 days after hospital admission (formulas in Table 6.5) are imple-
mented as a publicly accessible web-based application https://mdmerasmusmc.
shinyapps.io/COPE/ and as independent mobile apps (‘COPE Decision Sup-
port’). For optimal transparency, the web and mobile applications include a
detailed description of the derivation of COPE (online supplemental file 1), de-
scriptions of the data that were used for development and validation of COPE,
and calibration plots of temporal validation in the separate hospitals. Ac-
cording to the Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis checklist (online supplemental table 1), all
relevant items are covered in this manuscript, except for the availability of data
sets29,120. The data that support the findings of this study are available on re-
quest from the corresponding author. The data are not publicly available due
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Figure 6.3: Temporal validation: Performance of COPE for predicting ICU admission in
second wave patients calibration plots of patients who were admitted since September 2020 in
two separate Dutch hospitals. n is number of patients; a=calibration intercept (0 is perfect);
b=calibration slope (1 is perfect); c=AUC (0.5 is useless; 1 is perfect); mbc=model-based
AUC. AUC, area under the curve; COPE, COVID-19 outcome prediction in the emergency
department; ICU, intensive care unit.

to data transfer agreements with each of the contributing hospitals.

Discussion
We developed COPE for prediction of in-hospital death and need for intensive
care when patients with suspected COVID-19 present at the ED. Developed
using patient data from the first wave of the pandemic, based on six quickly
and objectively obtainable predictors when entering the ED—age, RR, LDH,
CRP, albumin and urea—COPE discriminated well and was well calibrated in
patients admitted to hospitals in the second wave of the pandemic, both for
predicting in-hospital death and for ICU admission.
The clinical presentation of COVID-19 is broad and varies from asymptomatic
to critical disease. Some patients who initially have mild symptoms progress to
severe disease within 1 week28. In the ED physicians need to identify high-risk
patients—that is, those at high risk of deterioration and/or death—requiring
treatment in the ICU, intermediate-risk patients requiring admission to the
clinical ward, and low-risk patients who can potentially be sent home. Since
COPE is based on data that are routinely measured, or at least readily available
in the ED, it can act as a tool to support such decisions. Hospitalised patients
who are at high risk for mortality or need for ICU admission should be more
intensively watched, and when a high load of high-risk patients occurs in the
ED, this should be taken into account in the ICU capacity planning. COPE
does not explicitly define treatment decisions based on risk thresholds, such
as: send the patient home when the mortality risk is below a risk threshold of

110



Discussion

x%, or: admit the patient to the ICU over a mortality risk threshold of y%.
These currently unavailable risk thresholds, and hence the resulting treatment
decisions, depend on a trade-off between benefits and harms (including costs)
of hospital or ICU admission55. Further research is necessary to better under-
stand the benefits and harms of hospital admission and of ICU admission, for
individual patients with COVID-1971. Furthermore, treatment decisions may
depend on the availability of resources. The decision to admit a patient to the
hospital, or even to the ICU, may depend on the availability of hospital beds
and ICU beds. Likewise, the decision to send a low-risk patient home may
depend on the availability of relatives who are willing to care for the patient
at home. Although it is currently not possible to define explicit risk-based
treatment decisions for patients with COVID-19, the risk predictions provided
by COPE can be factored in by doctors, patients and relatives, when making
decisions about hospital or ICU admission.
We requested 19 large Dutch hospitals to supply anonymised retrospective data
on the cohorts of patients with COVID-19 who were admitted to their hospital.
This request for data was sent out very early in the pandemic and was greeted
with enthusiasm. Probably due to the enormous pressure on healthcare at that
time, four hospitals supplied useable data for the analysis. The contributing
hospitals were well spread over the Netherlands, with one in the west, two in
the south and one in the east of the country and are a mix of academic and
large teaching hospitals. we believe they are representative for healthcare in
the Netherlands. Although the consistently good performance of COPE across
the hospitals may support its generalisability to other countries, geographical
validation would be additionally reassuring, since the epidemic, and clinical
practice—for example, access to ICU or other enhanced care—for this novel
disease, may have substantial intercountry variability.
COPE was developed based on 5831 patients of whom 629 died within 28 days.
This effective sample size of 629 events was ample to start the development pro-
cess with a full model of 45 regression coefficients (14 events per variable), that
is, one binary predictor (sex) and 22 continuous predictors with 2 regression
coefficients— due to using non-linear terms—each169. To prevent too extreme
predictions of COPE in new data, we applied a shrinkage factor to its regression
coefficients, based on a bootstrap procedure with backward selection starting
from the full model50.
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Table 6.4 Multivariable associations between predictors and ICU admission within 28 days OR with 95variables (columns ‘univariable’) and for
a model with the six strongest predictors of death, corrected for a decreasing probability of ICU admission after the age of 70 (columns
‘multivariable’)

Univariable Multivariable

Predictor Contrast OR 95% CI Wald OR 95% CI Wald

Month ≥April vs ≤April 2.06 1.51 to 2.81 21 1.63 1.16 to 2.28 8
Age (years) 80 vs 58 1.96 1.47 to 2.62 21 1.76 1.32 to 2.35 15
RR (/min) 23 vs 16 1.76 1.48 to 2.09 40 1.71 1.4 to 2.09 27
CRP (mg/L) 118 vs 10 1.88 1.44 to 2.44 22 1.3 0.95 to 1.77 3
LDH (U/L) 322 vs 200 1.73 1.52 to 1.98 66 1.44 1.25 to 1.67 24
Albumin (g/L) 42 vs 36 0.75 0.64 to 0.88 13 0.95 0.78 to 1.17 0
Urea (mmol/L) 9.7 vs 4.6 1.29 1.08 to 1.54 8 1.36 1.1 to 1.66 8
Adjusted for:
Max[Age-70, 0] (years) * 80 vs 58 0.2 0.13 to 0.3 57 0.17 0.11 to 0.27 65
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Table 6.5 COPE definition. COPE: COVID-19 outcome prediction in the emergency
department; CRP: C reactive protein; ICU: intensive care unit; LDH: lactic dehydrogenase:
RR: respiratory rate.

Predictor Minimum Maximum

Age (years) 0 100
RR (/min) 10 60
CRP (mg/L) 1 500
LDH (U/L) 50 4000
Albumin (g/L) 10 60
Urea (mmol/L) 1 80

lp = − 13.6 + 0.04575 × age + 1.654 × log(RR)+
0.1688 × log(CRP) + 1.197 × log(LDH)−
1.585 × log(albumin) + 0.5953 × log(urea)

Probability of death
within 28 days = 1

(1+𝑒𝑥𝑝(−lp))

Probability of ICU admission
within 28 days = 1

(1+𝑒𝑥𝑝(−(−0.08949+0.5970×lp)))

Our explicit aim was to develop a score based on quickly and objectively ob-
tainable predictors at presentation at the ED. Consequently, pre-existing co-
morbidities, the level of consciousness measured by the Glasgow Coma Scale,
and chest radiography results—although predictive for outcomes of patients
with COVID-19 in other studies—were not considered here88,95,108. Some pre-
dictors were promising in univariable analysis, such as lymphocytes and crea-
tinine, but had negligible effects in multivariable analysis, because of strong
correlations with other, more important predictors. Other predictors, such as
oxygen saturation and bicarbonate, were significantly associated with death in
multivariable analysis, but were not selected into the final model, since our
explicit aim was to develop a simple model and the incremental value of these
predictors was minimal. To achieve this aim, we only selected the strongest
predictors—age, RR, LDH, CRP, albumin and urea—resulting in a parsimo-
nious but well-performing model.
We aimed to predict outcomes for all patients who present to the ED with
suspected COVID-19, regardless of actual hospital admission. Our data were
limited to patients who presented at the ED and were admitted to hospital,
because their outcomes were captured in the retrospective hospital database,
while outcomes of patients who were sent home were not captured in the ret-
rospective hospital database. Nevertheless, over 90% of the patients who pre-
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sented to the ED with suspected COVID-19 were admitted to hospital and it
is reasonable to assume that our predictions can be extrapolated to the less
than 10% of patients who were sent home. Of note, the discriminative ability
of our model is probably better in all patients presenting to the ED, due to a
more heterogeneous case-mix: patients who were sent home are likely to have
more favourable predictor levels and more favourable outcomes than patients
who are admitted90.
Besides mortality, we aimed to predict the need for ICU admission. A limitation
of our study is that the need for ICU admission differs from the observed deci-
sions on ICU admission, and is inherently difficult to model, because recorded
ICU admissions express historical decisions at national, regional, hospital or
even intensivist level. As a robust solution, we exploited the strong correlation
between need for intensive care and death, by calibrating our model for pre-
dicting death to the observed ICU admissions, adjusting for a linear decrease
with age after the age of 70. Hence, we assumed a linear relationship between
(the logarithm of the odds of) death and need for ICU admission, and that all
patients below the age of 70 needing intensive care were actually admitted to
the ICU, that is, the need for ICU admission is well estimated by the observed
decisions on ICU admission for patients below the age of 70. The latter is
reasonable given the sufficiency of ICU beds for Dutch patients throughout the
pandemic. The discriminative ability of this recalibration approach was very
similar to that of a model that refitted all associations between COPE predic-
tors and ICU admission. With temporal validation in two separate hospitals,
we showed that COPE discriminated very well between patients at low and
high risk of ICU admission and that the predicted probability of ICU admis-
sion was well calibrated for the 20% highest-risk patients (highest risk quintiles
in Figure 6.3). Nevertheless, recalibration of COPE for predicting need for ICU
admission to local circumstances may be necessary.
The absence of external validation in our study— measuring the predictive per-
formance of COPE in hospitals that were not present in the development data—
may be considered a limitation of this study3. However, the combination of
temporal validation—in second wave patients—and geographical validation—in
separate hospitals—is a strength of this study8. Although COPE already per-
formed very well when validated across time and space, future research should
focus on analyses of potential time trends not captured by the predictors—for
example, changes in mortality due to: improvements in treating patients with
COVID-19; mutations of COVID19; changes in patient case-mix or critical care
capacity fluctuations138 —potential changes in predictor effects in time (inter-
actions between predictors and time), and the impact of potential differences
in patient case mix and differences in clinical care in countries other than the
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Netherlands (international validation). These case-mix and clinical care dif-
ferences should primarily affect calibration, requiring an update of the model
intercept, but not discrimination. The emergence of new COVID-19 variants
with potentially different mortality risk may especially require frequent analy-
ses of the need for model updating25.
In conclusion, COPE, a simple tool based on six quickly and objectively ob-
tainable predictors in the ED, is well able to predict mortality and need for
ICU admission for patients who present to the ED with suspected COVID19.
COPE may support patients and doctors in decision making.

Supplementary material
Supplementary material for this chapter is available online at https://doi.org/
10.1016/j.ejca.2020.04.022.

115

https://doi.org/10.1016/j.ejca.2020.04.022
https://doi.org/10.1016/j.ejca.2020.04.022




CHAPTER 7

Comparative effectiveness of teriparatide versus
oral bisphosphonates

Chapter basde on Rekkas A, Jödicke A, van Klaveren D, Ryan PB, Prieto-Alhambra
D, Rijnbeek PR. Treatment heterogeneity in the study of the comparative effectiveness of
teriparatide vs bisphosphonates in routine practice conditions: a multi-database cohort study,
In submission



CHAPTER 7. TERIPARATIDE VS BISPHOSPHONATES

Abstract
Objectives: To study the comparative effectiveness of teriparatide (TP) vs
oral bisphosphonates (BP) to reduce hip, major osteoporotic and vertebral
fracture risk. In addition, we stratified by predicted hip fracture risk to assess
treatment effect heterogeneity.
Materials and Methods: We conducted a network cohort study using data
from four US-based databases, namely IBM MarketScan® Commercial Claims
and Encounters (CCAE), IBM MarketScan® Medicare Supplemental Beneficia-
ries (MDCR), Optum®De-Identified Clinformatics Data Mart Database – Date
of Death (OPTUM-DOD) and Optum® de-identified Electronic Health Record
Dataset (OPTUM-EHR), all mapped to the OMOP common data model. We
included all women aged >50, who initiated TP or BP and had no history of
anti-osteoporotic treatment in the prior year. Propensity scores were used for
1:4 matching to minimise confounding by indication. Models to predict hip frac-
ture risk were developed and validated separately in each of the four databases.
Finally, 147 negative control outcomes (NCO) were included to calibrate for
residual confounding. Cox regression was used to estimate calibrated hazard
ratios (HR) and Kaplan-Meier estimated differences 3 years after treatment
initiation to estimate absolute effects. We provide meta-analytic estimates for
the overall analysis and for patients below and above 3% hip fracture risk.
Results: A total of 35,869 and 133,437 users of TP and BP contributing 75,649
and 280,091 person years, respectively, were included from all four databases.
NCO analyses showed evidence of residual confounding, hence we report empir-
ically calibrated estimates: Overall meta-analytic HR were 0.87 (0.74 to 1.02;
95% CI), 1.10 (1.02 to 1.18) and 1.10 (1.00 to 1.21; 95% CI) for hip fracture,
major osteoporotic fracture and vertebral fracture respectively. Meta-analytic
HR for patients below 3% hip fracture risk were 1.00 (0.85 to 1.18; 95% CI),
1.24 (1.10 to 1.39; 95% CI), and 1.24 (1.07 to 1.43;95% CI), respectively. In
patients at hip fracture risk above 3% the respective estimates were 0.83 (0.64
to 1.07; 95% CI), 0.86 (0.73 to 1.01; 95% CI), and 1.04 (0.86 to 1.26; 95% CI).
Conclusions: Overall, we found negligible differences in comparative fracture
prevention effectiveness of TP vs BP. However, our study suggests relevant
treatment effect heterogeneity, with a tendency towards favouring TP in pa-
tients with high anticipated hip fracture risk.
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Introduction
Osteoporosis is a chronic condition characterised by decreased bone density and
increased risk for fragility fractures that affects almost 30% of women aged �50
years196. In 2017, over 2.7 million incident fragility fractures occurred in the
5 largest EU countries and Sweden, with hip fractures accounting for 19.6%
of fractures but up to 57% of total costs14. By 2030, annual fractures are ex-
pected to rise by almost 23%, with related costs increasing by 27%14. Fracture
prevention is thus the key focus of anti-osteoporotic therapy. Several pharma-
cological agents are available, with the choice of anti-osteoporotic agent largely
depending on fracture history and anticipated fracture risk. Oral bisphospho-
nates (BP) are first-line treatments for postmenopausal women with increased
fracture risk, considering their favourable cost-effectiveness and safety profile.
Anabolic agents are therefore spared for people who do not respond to BP or
who are at very high fracture risk. Teriparatide (TP), a parathyroid-hormone
analogue administered as daily injections, was the first anabolic agent approved
by the FDA for the treatment of severe postmenopausal osteoporosis.
Clinical trials have shown that teriparatide is efficacious to substantially reduce
vertebral fractures compared to placebo125 and risedronate79. However, its effi-
cacy on low-incident osteoporotic fractures, especially hip fractures, is less well
established. Previous randomised trials assessing hip fracture comprised only
few events, thus not providing sufficient power for comparative effectiveness
analyses. A recent meta-analysis indicates a significant 80% reduction in risk
for hip fracture with teriparatide compared to placebo and a non-significant
46% risk reduction when compared to active controls36.
Clinical effectiveness in routine practice may differ from findings in clinical trials
due to many reasons including poor compliance142, and treatment benefit may
largely depend on patient’s underlying fracture risks. We therefore leveraged
multinational large real-world data from electronic medical records and health
claims to study the comparative effectiveness of teriparatide vs bisphosphonates
in actual practice conditions. Additionally, we used novel methods140 to test
for treatment heterogeneity according to baseline fracture risk.

7.1 Methods
Study population
We performed a new user cohort study to estimate the effectiveness of TP
compared to BP in patients with osteoporosis142. New users were defined
based on no history of anti-osteoporosis drugs use in the 365 days prior to
treatment initiation with TP or an BP. We included female participants above
the age of 50 with established osteoporosis defined by a history of hip, wrist,
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spine or shoulder/humerus fracture prior to treatment initiation. We excluded
patients with less than 1 year of data available before treatment start. More
information on cohort definitions are available in Section C.1.

Study design
Our primary effectiveness outcome was hip fracture, as this is typically the
fracture outcome most reliably recorded in the proposed datasets. Vertebral
fracture and a composite major osteoporotic fracture, defined as hip, vertebral
or wrist/forearm/proximal humerus fracture, were our secondary effectiveness
outcomes Patients were followed for a maximum of three years (1095 days) after
treatment initiation. Continuous exposure to the treatments under study was
achieved by imposing a maximum of 30 days between prescriptions. In cases
where this was not the case, patients were censored upon treatment discontin-
uation, that is, 30 days after their last prescription. We also censored patient
follow-up in cases of drop out from the database, death or at the time when
anti-osteoporotic treatment was switched.

Data sources
We ran our analyses on four US observational databases mapped to OMOP-
CDM version. More specifically:

• IBM MarketScan® Commercial Database (CCAE) includes health insur-
ance claims across the continuum of care (e.g. inpatient, outpatient, out-
patient pharmacy, carve-out behavioral healthcare) as well as enrollment
data from large employers and health plans across the United States who
provide private healthcare coverage for more than 155 million employees,
their spouses, and dependents. This administrative claims database in-
cludes a variety of fee- for-service, preferred provider organizations, and
capitated health plans.

• IBM® MarketScan® Medicare Supplemental Database (MDCR) repre-
sents the health services of approximately 10 million retirees in the United
States with Medicare supplemental coverage through employer-sponsored
plans. This database contains primarily fee-for-service plans and includes
health insurance claims across the continuum of care (e.g. inpatient, out-
patient and outpatient pharmacy).

• Optum® De-Identified Clinformatics® Data Mart Database - Date of
Death (Optum-DOD) is derived from a database of administrative health
claims for members of large commercial and Medicare Advantage health
plans. The database includes approximately 17-19 million annual cov-
ered lives, for a total of over 65 million unique lives over a 12 year pe-
riod (1/2007 through 12/2019). The population is geographically diverse,
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spanning all 50 states.
• Optum® de-identified Electronic Health Record Dataset (Optum-EHR)

is derived from dozens of healthcare provider organizations in the United
States, that include more than 700 Hospitals and 7000 Clinics; treating
more than 102 million patients receiving care in the United States.

Statistical analyses
Comparative effectiveness
We derived overall treatment effect estimates of TP compared to BP regarding
the three outcomes of interest using Cox proportional hazards models with
treatment as the sole covariate. We adjusted for observed confounding by
fitting the Cox regression models on the propensity score matched (1:4) subset
of the study population. Hazard ratios (HR) derived in different databases
were summarized using random effects meta-analysis13.
We developed separate large-scale propensity score models within each database
using LASSO logistic regression with a predefined set of measured covariates180.
We qualitatively assessed the ability of the estimated propensity scores to adjust
for observed confounding using the following diagnostics. First, we evaluated
the overlap between TP and BP treated patients by plotting the distributions
of the preference scores, that is, a transformation of the propensity score that
adjusts for prevalence differences between treatment arms. A common rule
of thumb requires the majority of the patients to lie between 0.3 and 0.7 for
both treatment arms to assume that patients are comparable189. Second, we
evaluated covariate balance before and after propensity score adjustment by
plotting the absolute standardized differences (SMD) of all measured covariates
before and after matching on the propensity scores. A commonly used rule of
thumb requires SMD to be less than 0.1 in order to assume adequate covariate
balance after propensity score adjustment7,126,129.

Residual confounding
Residual study bias from unmeasured confounding can still be present in obser-
vational studies, which may not be visible with standard diagnostics. Negative
control outcome (NCO) analyses are a popular approach for assessing the pres-
ence of residual confounding111. Negative controls are treatment-outcome pairs
where a null treatment effect has been established. Using the effect estimates
in a set of 147 NCO experiments, i.e. outcomes that are not caused by TP
or BP, we derived an empirical approximation to the null distribution. We
used this approximation to calibrate all estimated hazard ratios and their 95%
confidence intervals for the three outcomes of interest158,159.
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Treatment effect heterogeneity
We assessed heterogeneity of treatment effects across patient groups with vary-
ing baseline risk using the recently proposed framework for assessment of treat-
ment effect heterogeneity in observational data83,85,139. We implemented the
method as follows for our study: we first derived individualized risk predictions
for the three fracture outcomes. We built the prediction models using LASSO
logistic regression on the propensity score matched (1:10) subpopulation of the
pooled treatment arms. We then considered the same large set of candidate
covariates as for the development of the propensity score models.
For each outcome we used the derived prediction models for hip fracture risk to
stratify the patients into two risk groups: patients below 3% and patients above
3% three-year hip fracture risk. Within each of these risk groups we developed
a new propensity score model. Our analyses were performed on the propensity
score matched (1:4) subset of the risk subgroup subset. We derived relative
effect estimates using Cox proportional hazards models only with treatment as
a predictor. Absolute effect estimates were calculated based on the difference
of the Kaplan-Meier estimates, on day 1095 after treatment initiation. In the
appendix (Figures C.3-C.5) we present a second approach where the population
is stratified using existing guidelines based on age-dependent 10-year major
osteoporotic fracture risk77.

Results
After propensity score matching, a total of 35,869 TP users contributed 75,849
person-years, with 846 fractures observed. This compared to 133,437 matched
BP users, 280,901 person-years, and 3,409 fractures (Table 7.1). Before match-
ing, TP users were more likely to have a diagnosis of osteoarthritis, rheumatoid
arthritis, depressive disorder, and gastroesophageal reflux disease compared to
BP users (Tables C.10-C.13). After matching, these imbalances disappeared
(Table 7.2).
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Table 7.1 Population size, follow-up time and number of hip fractures of patients receiving
teriparatide or bisphosphonates across the four databases after propensity score matching.

Treatment Database Patients Follow-up time (years) Events (n)

Teriparatide

CCAE 8,258 14,661 82
MDCR 6,378 12,575 228

OPTUM-DOD 8,958 18,809 246
OPTUM-EHR 12,275 29,804 290

Oral bisphosphonates

CCAE 31,194 55,126 275
MDCR 23,281 45,855 1,023

OPTUM-DOD 34,298 71,578 1,141
OPTUM-EHR 44,664 107,532 970
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Table 7.2 Characteristics of patients receiving teriparatide or bisphosphonates after matching on the propensity score.

CCAE MDCR OPTUM-DOD OPTUM-EHR

TP (%) BP (%) Std. diff TP (%) BP (%) Std. diff TP (%) BP (%) Std. diff TP (%) BP (%) Std. diff

Medical history: General
Attention deficit hyperactivity disorder 1.2 1.2 0 0.3 0.2 0.02 0.8 0.9 -0.01 0.6 0.6 0
Chronic obstructive lung disease 10.8 10.9 -0.01 23.9 25.3 -0.03 22 23.2 -0.03 16.6 17.1 -0.01
Crohn’s disease 1.8 1.8 0 1.3 1.2 0.01 1.3 1.4 -0.01 1.2 1.1 0.01
Depressive disorder 16 17.1 -0.03 14.3 15.5 -0.03 20.4 22.1 -0.04 21.2 21.7 -0.01
Diabetes mellitus 0.2 0.3 -0.01 0.1 0.1 0 0.3 0.4 -0.02 1.4 1.4 0.01
Gastroesophageal reflux disease 26.4 27.5 -0.02 31.8 34.5 -0.06 31 32.9 -0.04 30 29.9 0
Gastrointestinal hemorrhage 3.3 3.4 -0.01 6.7 7.1 -0.01 5.6 5.7 -0.01 3.5 3.6 0
Human immunodeficiency virus infection 0.2 0.2 -0.01 0 0 -0.02 0.2 0.2 0.01 0.1 0.2 -0.02
Hyperlipidemia 39.7 40.6 -0.02 46.4 48.8 -0.05 54.4 55.7 -0.03 43.4 42 0.03
Obesity 6.8 7.5 -0.03 5.6 6.1 -0.02 11.5 12.3 -0.02 10.1 10.2 0
Osteoarthritis 14.3 14.5 -0.01 25.3 26.9 -0.04 29 30.1 -0.02 23.2 23.1 0
Pneumonia 1.6 1.9 -0.02 2.4 2.4 0 4.5 4.9 -0.02 5 5.3 -0.01
Psoriasis 2.6 2.6 0 2.6 3 -0.03 2.6 2.8 -0.02 1.6 1.7 -0.01
Rheumatoid arthritis 9.8 10.2 -0.01 11.1 11.4 -0.01 13 13.5 -0.01 10.2 10.7 -0.01
Ulcerative colitis 1.7 1.6 0.01 1.8 1.7 0 1.7 1.6 0.01 1.1 1.1 0
Urinary tract infectious disease 31.9 32.7 -0.02 36.2 38.2 -0.04 39 40.9 -0.04 24.7 24.8 0
Medical history: Cardiovascular disease
Atrial fibrillation 3 3.1 0 14.6 15.1 -0.01 9.5 10.1 -0.02 9.6 9.8 -0.01
Cerebrovascular disease 1.8 1.8 0 7.8 8.1 -0.01 5 5.3 -0.01 2.6 2.7 -0.01
Coronary arteriosclerosis 5.4 5.4 0 17.8 18.3 -0.01 10.2 10.7 -0.02 8 7.9 0
Heart disease 1.8 1.6 0.01 4 4.3 -0.02 4.3 4.4 -0.01 4.1 4.1 0
Heart failure 1.1 1.1 0 2.7 3 -0.02 4.9 5.3 -0.02 3.5 3.7 -0.01
Ischemic heart disease 0.2 0.2 0 0.6 0.7 -0.01 0.4 0.4 -0.01 0.3 0.2 0.02
Pulmonary embolism 0.4 0.4 0 0.5 0.6 -0.01 1 1.1 -0.01 1.3 1.4 -0.01
Venous thrombosis 1 1.2 -0.01 1.5 1.9 -0.03 1.2 1.4 -0.01 0.8 0.9 -0.01
Medical history: Neoplasms
Malignant lymphoma 0.5 0.5 0 0.8 1 -0.02 0.3 0.5 -0.03 0.5 0.6 -0.01
Malignant neoplastic disease 0.4 0.4 0 0.6 0.6 -0.01 0.3 0.5 -0.02 0.7 0.8 -0.01
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In all databases adequate equipoise of the preference score distributions was
achieved (Figure 7.1), with all baseline covariates well balanced after matching
(Figure 7.2). Indicating adequate adjustment for observed confounding. How-
ever, NCO analyses suggested the presence of substantial residual confounding,
with matched TP users showing a higher risk of multiple causally unrelated
(negative control) outcomes, as shown in Figure 7.3. This suggests that propen-
sity score matching did not fully account for confounding by indication, as TP
users appear less healthy than matched BP users in terms of many unrelated
comorbidities.

Figure 7.1: Preference score distribution across the four databases. The preference score
is a transformation of the propensity score that adjusts for prevalence differences between
populations. Higher overlap of the preference score distributions indicates that patients in
the target and the comparator cohorts are more similar in terms of the predicted probability
of receiving treatment (teriparatide).

The estimated meta-analytic hazard ratios (HR) showed negligible overall dif-
ference for hip fracture (meta-analytic HR was 0.94 (95% CI from 0.79 to 1.10)
and an overall trend towards an increased risk of major osteoporotic and ver-
tebral fracture amongst TP users with meta-analytic HR of 1.15 (1.02 to 1.18;
95% CI) and 1.17 (1.05 to 1.31; 95% CI), respectively (Figure 7.4). Empirical
calibration corrected these estimates accounting for the information resulting
from NCO analyses. The resulting meta-analytic calibrated HR were 0.87 (0.74
to 1.02; 95% CI), 1.10 (1.02 to 1.18; 95% CI), and 1.10 (1.00 to 1.21; 95% CI)
for hip fracture, major osteoporotic fracture, and vertebral fracture respectively
across the four considered databases (Table 7.3).
We estimated meta-analytic HR of 1.06 (0.92 to 1.22; 95% CI), 1.30 (1.18 to
1.44; 95%CI), and 1.30 (1.14 to 1.49; 95% CI) for hip fracture, major osteo-
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Figure 7.2: Patient characteristic balance for teriparatide and oral bisphosphonates before
and after propensity score matching across the four databases. Each point represents the stan-
dardized difference of means for a single covariate before (x-axis) and after (y-axis) matching.
A commonly used rule of thumb suggests that standardized mean differences above 0.1 after
propensity score adjustment indicate insufficient covariate balance.

Figure 7.3: Effect size estimates for the negative controls (true hazard ratio of 1) across
the four databases. Estimates below the diagonal dashed lines are statistically significant
(different from the true effect size; alpha = 0.05). A well calibrated estimator should include
the true effect size within the 95% confidence interval, 95% of the time.
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Figure 7.4: Hazard ratio estimates of the effect of treatment with teriparatide compared to
bisphosphonates for the three outcomes of interest (hip fracture, major osteoporotic fracture,
and vertebral fracture). Estimates are calibrated for unobserved confounding using estimates
on 147 negative control outcomes. We plot in red the meta-analytic estimate across the four
databases for each of the three outcomes of interest.

Table 7.3 Uncalibrated and calibrated hazard ratio estimates for each of the outcomes of
interest across the four considered databases.

Outcome Database Uncalibrated HR Calibrated HR

Hip fracture

CCAE 1.12 (0.87, 1.43) 1.02 (0.76, 1.38)
MDCR 0.81 (0.70, 0.93) 0.76 (0.61, 0.94)
OPTUM-DOD 0.82 (0.71, 0.94) 1.12 (1.01, 1.23)
OPTUM-EHR 1.08 (0.95, 1.23) 1.04 (0.83, 1.31)
Meta-analysis 0.94 (0.79, 1.12) 0.87 (0.74, 1.02)

Major osteoporotic fracture

CCAE 1.18 (0.97, 1.44) 1.12 (0.88, 1.41)
MDCR 1.02 (0.89, 1.18) 1.00 (0.87, 1.15)
OPTUM-DOD 1.19 (1.07, 1.31) 1.12 (1.01, 1.23)
OPTUM-EHR 1.10 (0.98, 1.23) 1.09 (0.91, 1.30)
Meta-analysis 1.15 (1.04, 1.27) 1.10 (1.02, 1.18)

Vertebral fracture

CCAE 1.37 (1.12, 1.67) 1.25 (0.96, 1.62)
MDCR 1.01 (0.87, 1.17) 0.95 (0.76, 1.18)
OPTUM-DOD 1.18 (1.04, 1.34) 1.11 (0.98, 1.27)
OPTUM-EHR 1.19 (1.06, 1.32) 1.14 (0.92, 1.42)
Meta-analysis 1.17 (1.05, 1.31) 1.10 (1.00, 1.21)
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porotic fracture, and vertebral fracture, respectively, in the lower hip fracture
risk group across the four databases (Figure 7.5). Using the results of the NCO
analyses, we recalibrated these estimates to 1.00 (0.85 to 1.76; 95% CI), 1.24
(1.10 to 1.39; 95% CI), and 1.24 (1.07 to 1.43; 95% CI) for hip fracture, major
osteoporotic fracture, and vertebral fracture, respectively. As for patients at
higher hip fracture risk, corresponding meta-analytic HRs were 0.91 (0.75 to
1.11; 95% CI), 0.92 (0.76 to 1.10; 95% CI) , and 1.11 (0.93 to 1.34; 95% CI),
respectively, which were recalibrated to 0.83 (0.64 to 1.07; 95% CI), 0.86 (0.73
to 1.01; 95% CI), and 1.04 (0.86 to 1.26; 95% CI), respectively. This difference
in effect indicated an interaction between hip fracture risk and the compara-
tive effectiveness of TP vs BP treatment, with a potential better protection in
higher fracture risk. Risk stratified negative control analyses, again, showed
evidence of residual confounding (Figure C.2).

Figure 7.5: Hazard ratio estimates of the effect of treatment with teriparatide compared
to oral bisphosphonates for the three outcomes of interest (hip fracture, major osteoporotic
fracture, and vertebral fracture) stratified on baseline hip fracture risk. Estimates are cali-
brated for unobserved confounding using estimates on 147 negative control outcomes. We
plot in red the meta-analytic estimate across the four databases for each of the outcomes of
interest. We also plot in yellow the hazard ratio estimated in VERO clinical trial.

The stronger relative treatment effects with increasing three-year hip fracture
risk found in MDCR and Optum-DOD translated to increasing benefits on the
absolute scale (Figure 7.6). Absolute treatment effect estimates (risk differ-
ences) increased from -0.03% (-0.68 to 0.62%; 95% CI) to 1.55% (0.19% to
2.91%; 95% CI) and from 0.19% (-0.23% to 0.62%; 95% CI) to 1.71% (0.37%
to 3.06%; 95% CI) in MDCR and Optum-DOD respectively. No similar dif-
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ferences on the absolute scale were observed in Optum-EHR. The majority of
the patients in CCAE were below 3% three-year hip fracture risk, therefore,
we only present results for the lower risk group. We found negligible difference
between TP and BP on the absolute scale in CCAE for patients below 3%
three-year hip fracture risk, which further supports the similarity of the com-
pared treatments for lower risk patients. For patients below 3% three-year hip
fracture risk, we actually found absolute risk increase with TP in CCAE and
Optum-EHR, with absolute effect estimates of -0.98% (-1.61% to -0.36%; 95%
CI) and -1.09% (-1.71% to -0.46%; 95% CI), respectively. For patients above
3% three-year hip fracture risk we found absolute benefits with TP treatment
in Optum-EHR (3.20% with 95% CI from 1.07% to 5.33%). Finally, we found
vertebral fracture risk increase with TP treatment in patients below 3% three-
year hip fracture risk of -0.67% (-1.15% to -0.19%; 95% CI) and 1.11% (-1.69%
to -0.53%; 95% CI) in CCAE and Optum-HER, respectively. We found negligi-
ble differences for vertebral fracture risk between treatments in patients above
3% three-year hip fracture risk.

Figure 7.6: Treatment effect estimates on the absolute scale for the three outcomes of
interest stratified on baseline hip fracture risk.

7.2 Discussion
7.2.1 Key findings
Overall, we found negligible differences in comparative fracture prevention ef-
fectiveness of TP vs BP. However, we demonstrated relevant treatment het-
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erogeneity, with a tendency towards improved anti-fracture effectiveness with
teriparatide among patients with higher hip fracture risk. Negative control
outcome analyses suggested the presence of unresolved confounding. We used
empirical calibration to correct for unresolved confounding, which moved our
treatment effect estimates closer to those observed in previous randomised con-
trolled trials and systematic reviews.

7.2.2 Effectiveness and treatment heterogeneity
This is the first large-scale observational study assessing treatment heterogene-
ity in the effectiveness of TP and BP for hip fracture prevention in post-
menopausal women. Previous randomised trials assessing the efficacy of TP
for preventing hip fractures included only few events, and thus didn’t allow for
stratification based on fracture risk. According to the Postmenopausal Osteo-
porosis Guideline issued by the American Association of Clinical Endocrinol-
ogists/American College of Endocrinology 2020, TP should be considered as
initial therapy for patients at very high fracture risk, or individuals who are
unable to use oral anti-fracture therapy19. Thus, TP is typically reserved for
patients suffering from severe osteoporosis due to higher treatment costs com-
pared to BP. However, with TP becoming available as a generic drug, costs for
treatment are dropping, potentially affecting cost-effectiveness estimates and
future related guidelines. Results from our study suggest that TP treatment
could indeed be more effective for patients with higher hip fracture risk. How-
ever, this will need to be evaluated further in future studies as the observed
risk reduction was not significant in our study.

7.2.3 Findings in the light of residual confounding
Unlike randomized controlled trials, treatment allocation is not random in ob-
servational data. While preference score distributions showed a substantial
overlap, patients receiving TP or BP likely differed in their baseline fracture
risk. Our negative control outcome analyses showed that these differences were
not completely balanced after PS matching, and unmeasured confounding re-
mained.
Similar to our study, previous studies also found residual confounding when
comparing oral BPs users with patients initiating parenteral anti-osteoporosis
treatments119. Users of parenteral treatments had more contact with the
healthcare system and higher comorbidity burden compared to BP users, and
these differences could not be removed completely by PS weighting. This high-
lights the complexity of comparing parenteral and oral anti-osteoporosis thera-
pies.
We used empirical calibration to correct for unresolved confounding, which
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subsequently moved our treatment effect estimates closer to those observed
in previous trials: the Vero trial reported a reduced risk for clinical fractures
associated with TP used compared to risedronate in post-menopausal women
with severe osteoporosis (HR 0.48 [0.32–0.74]). While our study shows a lot
of uncertainty and differences between databases, estimates from calibrated
meta-analyses for major osteoporotic fractures are closer to trial estimates in
patients with high hip fracture risk (HR 0.86 [0.73 to 1.01]), compared to people
with low fracture risk. Moreover, our results from calibrated meta-analyses for
hip fracture risk (HR 0.87 [0.74 to 1.02]) are comparable to findings from a
recent meta-analysis, which reported a non-significant 46% risk reduction for
hip fractures (OR 0.44 (0.22-0.87) compared to active controls (mostly oral BP
in 10/20 studies)36.

7.2.4 Study strengths and limitations
This study has multiple strengths and limitations. Using multiple large claims
databases, enough outcome events were identified during follow-up to ensure
statistical power, with Minimum Detectable Rate Ratios (MDRR) between 1.2
and 1.4 for hip fracture across databases. While hip fracture is a comparatively
rare outcome, it is unambiguously defined and reliably recorded in routinely
collected data. Major osteoporosis fracture was studied allowing for a direct
comparison to results from RCT.
While our study used sophisticated prediction models to stratify for fracture
risk, clinical measures such as bone mineral density typically used for fracture
risk assessment was not available in our data and could therefore not be consid-
ered. Results from previous non-controlled, observational studies found reduced
rates of hip fractures in patients with high vs. low teriparatide adherence17 and
for longer treatment (>12 months) compared to the first 6 months after teri-
paratide initiation165. Our study did not consider adherence, but only censored
follow up in case of treatment cessation or a large treatment gap, and median
follow-up for our study was only 6 months.

7.2.5 Conclusions
Our study found relevant treatment heterogeneity, with a tendency towards
favouring teriparatide in patients with high anticipated hip fracture risk. While
we approximated trial findings, our study seems to systematically underesti-
mate the effectiveness of teriparatide likely due to unresolved confounding.

7.3 Supplementary material
Supplementary material for this chapter is available in Appendix C.
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CHAPTER 8. GENERAL DISCUSSION

8.1 Main findings
This thesis had three main research aims (Box 8.1). In Chapter 2 we re-
viewed the available literature on predictive approaches to treatment effect
heterogeneity. In Chapter 3 we presented a standardized framework for the
assessment of treatment effect heterogeneity using a risk-based approach in ob-
servational data. We applied this framework in two different clinical settings.
First, we evaluated effect heterogeneity of thiazides or thiazide-like diuretics
compared to angiotensin-converting enzyme inhibitors for the treatment of hy-
pertension (Chapter 3). Second, we evaluated treatment effect heterogeneity
of teriparatide compared to oral bisphosphonates for patients with osteoporosis
(Chapter 7). In Chapter 4 we presented risk-based approaches for predict-
ing individualized treatment effect. Finally, in Chapter 5 and Chapter 6 we
presented the development and validation of models for prediction of baseline
risk in melanoma and COVID-19 patients.

Box 8.1: Results regarding the aims of this thesis

Aim 1: Systematically review the current literature on predictive ap-
proaches to treatment effect heterogeneity.

• We found 36 papers on regression-based methods. Based on the
reference class for patient similarity regarding treatment effect
heterogeneity, we categorized existing methods to risk modeling
(similarity based on risk factors), treatment effect modeling
(similarity based on risk factors and effect modifiers), and optimal
treatment regime methods (similarity based solely on effect
modifiers).

Aim 2: Develop scalable and reproducible risk-based predictive ap-
proaches to the assessment of treatment effect heterogeneity.

• We developed a standardized five-step framework for evaluating
treatment effect heterogeneity within the observational setting us-
ing a risk-based approach.

• We found in simulations that a simple linear interaction of base-
line risk with treatment adequately predicted absolute treatment
effects for individual patients in many common scenarios.

Aim 3: Apply risk-based methods to better guide medical decisions
• We developed and validated a prediction model for sentinel node

positive melanoma patients.
• We developed and validated a prediction model for predicting mor-
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tality and need for intensive care unit admission in patients who
present to the emergency department with suspected COVID-19.
We implemented the model in publicly available online applica-
tions.

• We evaluated effect heterogeneity of teriparatide treatment com-
pared to treatment with oral bisphosphonates in osteoporosis pa-
tients using our five-step framework.

8.2 Review of the literature
In our scoping literature review we categorized the 36 extracted papers with
regression-based methods using their definition of the reference class, that is,
the subset of observed patient characteristics used to describe patient similarity
in terms of expected treatment effects. We identified three different approaches
to regression-based evaluation of treatment effect heterogeneity: risk-based
methods, treatment effect modeling methods, and optimal treatment regime
methods (Box 8.2).
Risk-based approaches define patient similarity based solely on risk factors.
They can be further divided into risk stratification approaches that rely on the
definition of risk-based subgroups of patients and risk magnification approaches
that assume a constant relative treatment effect. The latter can also be used to
make personalized benefit predictions. In Chapter 4, the strong assumption of
constant relative treatment effects was relaxed, allowing for increasingly linear
and non-linear interactions of baseline risk with treatment.
Treatment effect modeling methods focus both on risk factors and treatment
effect modifiers to predict personalized treatment effects. They are more intu-
itive, in the sense that they attempt to account for all dimensions of treatment
effect heterogeneity. However, statistical power is an important constraint, as
multiple treatment-covariate interaction effects need to be estimated. In the
presence of well-documented and clinically supported effect modifiers statistical
power may suffice, as only a small pre-defined set of interaction effects will be
evaluated83,85,87. Penalization methods, shrinking treatment-covariate interac-
tions towards 0, have been shown to improve performance of treatment effect
modeling methods. For example, Basu et al developed models for predicting
individualized benefits and harms from intensive blood pressure treatment11.
They found that in the case of predicting adverse events—a setting with limited
prior knowledge on effect modification—using elastic net penalization improved
performance compared to a backward elimination approach. Similar conclu-
sions were drawn in the simulation study of van Klaveren et al, where LASSO
penalization resulted in smaller errors compared to an unpenalized approach,
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in the presence of true effect modification89.
Another approach to the estimation of personalized treatment effects is
staging5,49,101. Staging approaches are two-stage methods that rely on the cal-
ibration of first-stage “working” models with a large set of treatment-covariate
interactions. Künzel et al, focusing on machine learning approaches, pro-
posed an organization of staging methods, categorizing them into A-learners
and S-learners101. Assuming binary treatment assignment, A-learners fit
treatment-arm specific models before estimating individualized treatment
effects as their difference. S-learners include treatment assignment in the
development of the tree-based model. Conditional average treatment effect is
then estimated as the difference between setting the treatment indicator to
control and active treatment. Finally, they introduced the class of X-learners.
First-stage outcome models are fitted separately in each treatment arm to
impute counterfactual outcomes, thus generating an “observed” treatment
effect. Any regular modeling approach can then be used to estimate treatment
effects.
Finally, optimal treatment regime methods focus on modeling treatment effect
modifiers for the evaluation of treatment effect heterogeneity. Their aim is not
to provide personalized treatment effect estimates or to separate patients into
subgroups of similar expected treatment effect, but rather to classify them into
two categories: patients who benefit from treatment and patients who do not.
If there are no major treatment-related harms or costs, they can be used to
guide medical decisions. However, in the presence of serious treatment adverse
events, these methods may be more challenging to implement, as the effect of
baseline risk factors is not taken into account. This means that the baseline risk
of the main outcome of interest is not evaluated and, therefore, the absolute
risk reduction achieved with treatment cannot be compared to the risk increase
for the adverse event in question.
In a similar literature review focusing on subgroup identification, Lipkovich et
al divided existing methods into three main categories110. The more general
approach, global outcome modeling, builds a global model for the outcome of
interest often including a large number of covariates and interactions of many
of these covariates with treatment. As this approach is quite challenging in
its implementation due to low power and limited knowledge on treatment ef-
fect modification, Lipkovich et al identified two main simplification approaches.
First, global treatment effect modeling approaches focus only on the estimation
of treatment-covariate interactions foregoing the estimation of purely prognos-
tic covariate effects. The definition of this set of methods is very similar to
the optimal treatment regime category of Chapter 2. Second, local modeling
methods focus on the identification of regions of the covariate space with de-
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sirable treatment effects. In this way, an outcome model is only required to
perform adequately locally, avoiding the need to extend the derived models to
covariate regions with limited information. Risk modeling methods presented
in Chapter 2 can also be considered as an additional simplification approach,
since they assume that treatment effect only interacts with baseline risk.
Our study had several limitations. We focused our review on the clinical trial
setting and only regression modeling methods were considered. The analyzed
literature was identified through a mix of systematic literature search and sug-
gested literature identified by an expert panel. Though this may have resulted
in a more targeted initial selection of reviewed publications, it is possible that
not all of the relevant literature was captured. However, the main finding of
the review, i.e., a systematic categorization of the predictive methods for the
evaluation of treatment effect heterogeneity, is probably robust against missing
citations. Furthermore, literature on treatment effect heterogeneity has been
growing rapidly since our literature review in 20205,6,43,101,136.

Box 8.2: Organization of existing literature

Risk-based methods: Patient similarity is defined solely based on risk
factors.

• Interactions of baseline risk with treatment are modeled.
• Risk stratification approaches identify risk of homogeneous treat-

ment effect.
• Risk magnification approaches assume a constant relative treat-

ment effect

Treatment effect modeling methods: Patient similarity is defined
based on both risk factors and treatment effect modifiers.

• The main effects of risk factors are modeled along with interactions
of effect modifiers with treatment.

• Statistical power is an important constraint

Optimal treatment regime methods: Patient similarity is primarily
defined based on treatment effect modifiers.

• Rely on accurately estimating interactions of effect modifiers with
treatment.

• Aim to separate patients into two categories: those who benefit
from the treatment under study and those who do not.

• In the presence of serious treatment-related harms may be chal-
lenging to implement.
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8.3 Risk-based predictive approaches to treat-
ment effect heterogeneity

In Chapter 3, we proposed a five-step standardized framework for evaluating
treatment effect heterogeneity within the observational setting using a risk-
based approach (box 8.3). We also developed a software package for perform-
ing such analyses. We made our software compatible with databases mapped
to OMOP-CDM to allow for scalability and reproducibility of the analyses.
The potential of this approach was demonstrated in a small-scale analysis of
effect heterogeneity in the treatment of hypertension, while a more thorough
application in the treatment of osteoporosis was presented in Chapter 7.
For the definition of the research aim we need to clearly define the set of
characteristics required to qualify patients for any of the following sets: the
treatment set (i.e. the patients within a database receiving the treatment under
study); the comparator set (i.e., the set of patients within a database receiving
the control treatment); one or more outcome sets (i.e., the sets of patients
within a database that experience the outcomes of interest). Once the relevant
databases to be included in the study have been identified, we can proceed with
patient extraction in order to generate the study population for each database.
Consecutively, for each database, we develop prediction models for the out-
comes of interest. We develop the prediction models on the propensity score
matched subsets of the study populations, in order to avoid overfitting to one
of the treatment arms. We then use the predictions of these models to stratify
the study population of each database into a predefined number of risk groups.
Within risk strata we develop separate propensity score models. We then es-
timate relative and absolute treatment effects within strata, adjusting for the
observed confounding using the derived risk-stratum specific propensity scores.
At this point it is important to analyze diagnostics for the validity of the de-
rived estimates. Adjustment for observed confounding can be evaluated both
at database level and within risk strata by plotting the standardized mean dif-
ferences of the study covariates before and after propensity score adjustment.
The presence of unobserved confounding can be evaluated using negative con-
trol analyses157–160. These use treatment effect estimates on a large number
of causally unrelated outcomes to any of the treatments under study to ap-
proximate the observed null distribution and contrast it to the theoretical one.
Once all the results have been generated and evaluated for their validity, risk
stratified forest plots of treatment effects on both the relative and the absolute
scale can be generated in all available databases.
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Box 8.3: Standardized framework

Framework steps
1. Definition of the research aim
2. Identification of the relevant databases
3. Development of prediction model(s) for the outcome(s) of interest
4. Estimation of relative and absolute treatment effects within strata

of predicted outcome risk
5. Presentation of the results

Demonstration
1. Compare the effect of thiazide or thiazide-like diuretics to the effect

of ACE inhibitors in patients with established hypertension with
respect to 12 outcomes (acute myocardial infarction; hospitaliza-
tion with heart failure; ischemic or hemorrhagic stroke; acute renal
failure; kidney disease; cough; hyperkalemia; hypokalemia; gas-
trointestinal bleeding; hyponatremia; hypotension; angioedema).

2. IBM MarketScan Commercial Claims and Encounters, IBM Mar-
ketScan Multi-State Medicaid, and IBM MarketScan Medicare
Supplemental Beneficiaries.

3. In each database, develop prediction models for acute myocardial
infarction on the 1:1 propensity score-matched subset of the pooled
thiazide or thiazide-like diuretics and ACE inhibitor treatment
arms.

4. In each database, stratify the population in patients below 1%, be-
tween 1% and 1.5% and above 1.5% acute myocardial infarction
risk. Within risk groups estimate relative treatment effects from
proportional hazards models and absolute treatment effects from
the difference of Kaplan-Meier estimates on day 730 after treat-
ment initiation. Adjust for propensity scores for all estimates.

5. Overall treatment effects favoring ACE inhibitors were mainly
driven by patients with predicted acute myocardial risk above
1.5%.

The Predictive Approaches to Treatment effect Heterogeneity (PATH) state-
ment aimed to provide guidance on the conduct of predictive analyses of treat-
ment effect heterogeneity83,85. Using variation in baseline risk across patient
subgroups, the PATH statement presented comprehensive guidance on perform-
ing risk-based evaluation of treatment effect heterogeneity. It also identified
several knowledge gaps that need to be addressed in future research. Among
many others, the need for further research in the evaluation of treatment effect
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heterogeneity in observational rather than experimental/randomized data and
methods for individualization of predicted treatment effect were highlighted.
The proposed framework provides an extension of the PATH statement to the
observational setting using a standardized approach. The open-source software
we developed for implementing our framework enables highly complex analyses
allowing for multiple stratification schemes and analysis approaches. It is also
highly scalable as any set of analyses could be implemented across a global
network of observational databases mapped to OMOP-CDM.
With the development of the framework presented in Chapter 3 our aim was
to enable the evaluation of treatment effect heterogeneity using readily avail-
able observational patient data. Despite its great promise, however, observa-
tional data suffers from major imbalances in treatment assignment (observed
and unobserved confounding), great disparities in the level clinical information
is captured between different vendors, and high-dimensionality35,164. Conse-
quently, traditional statistical inference methods often fail to produce unbi-
ased treatment effect estimates. Despite great advances in methods research
with observational data, strong assumptions—often unverifiable—are required
to overcome very fundamental design limitations184. These issues may be com-
pounded when evaluating treatment effect heterogeneity, mainly because of the
risk of conflating confounding and effect modification.
In the development of the framework in Chapter 3, considerable attention is
given to the evaluation of diagnostics at every step of the process. More specifi-
cally, the overlap of the propensity score distributions between treatment arms
along with the balance in standardized covariate means after propensity score
adjustment are evaluated. However, these approaches only focus on adjust-
ment for observed confounding, i.e. confounding that can be eliminated by
conditioning on observed covariates. Consequently, both the overall and the
risk-stratified treatment effect estimates, can still be biased due to unobserved
confounding. Using negative control analyses we can evaluate the presence of
unobserved confounding and—to some extent—calibrate the derived estimates.
Risk stratified approaches to treatment effect heterogeneity estimate treatment
effects for groups of patients with more similar, but not necessarily equal, base-
line risk. Consequently, with larger variability in predicted risk and strong
treatment effects, strata-specific estimates of treatment effect may not apply to
individuals. In Chapter 4, we compared regression-based methods for person-
alizing predictions of treatment effect using baseline risk in a simulation study.
Focusing on the RCT setting, methods assuming a constant relative treatment
effect, or a linear interaction of the linear predictor for risk with treatment,
or finally non-linear interactions in the form of restricted cubic splines were
compared. Additionally, an adaptive approach using Akaike’s Information Cri-
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terion was also evaluated.
No single method outperformed the other methods across all scenarios. How-
ever, a linear interaction model performed adequately in most scenarios, while
the more flexible restricted cubic splines methods and the adaptive methods re-
quired larger sample sizes. The findings of our simulations express the trade-off
between the advantages of flexibly modeling the relationship between baseline
risk and treatment effect and the disadvantages of overfitting this relationship
to the sample at hand.
Although risk is a mathematical determinant of treatment effect, an impor-
tant limitation of risk-based methods for the evaluation of treatment effect
heterogeneity is the strong assumptions on the relationship between treatment
effect and risk factors. Since treatment benefit is modeled as a function of
predicted baseline risk, all risk factors are assumed be similarly associated
with treatment effect. More specifically, the effects of risk factors on treat-
ment effect are assumed to be proportional to their effect on baseline risk68.
Although models allowing for individual treatment-covariate interactions may
be considered more realistic, estimation of these interaction effects can be very
challenging16,91,144. Randomized controlled trials are often adequately powered
for the detection of a main treatment effect and not for the estimation of interac-
tion effects. Consequently, interaction effects are often overestimated, leading
to major overestimation of treatment effect heterogeneity (“overfitting”).
Therefore, in settings with smaller sample sizes, in the absence of informa-
tion on treatment effect modification, or in the presence of large number of
candidate effect modifiers, the adoption of a risk-based approach for the eval-
uation of treatment effect heterogeneity is appropriate. In these settings, the
bias introduced by—potentially falsely—assuming that treatment effect is a
function of baseline risk may still result in more accurate representation of
treatment effect heterogeneity, compared to a highly variable treatment effect
modeling approach. With larger sample sizes or well-studied treatment effect
modification, treatment effect modeling may be the optimal approach. Again,
special care, such as penalization of interaction effects may still be required as
a measure against overfitting89. In general, there is no single approach that
can universally outperform all others, but it grossly depends on the setting at
hand.
In our simulation study we only considered risk modeling approaches and did
not compare them with treatment effect modeling methods. Most of the con-
sidered simulation scenarios assumed the presence of true interactions of treat-
ment with baseline risk, without allowing for interactions of treatment with
individual predictors. In a small set of additional simulation scenarios, the per-
formance of the considered risk-based methods was evaluated in the presence of
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true treatment-covariate interactions. Although the conclusions about the opti-
mal risk-based approaches were similar, the errors for all approaches increased
considerably. In these scenarios, using a treatment effect modeling approach
with appropriate penalization on the interaction effects may have performed
better with larger sample size and/or strong treatment-covariate interactions.

8.4 Applications
Box 8.4: Summary of applications

We carried out the following applications of risk-based methods to better
guide medical decisions:

• Prediction of 5-year risk of recurrence, distant metastasis, and
overall mortality in patients with sentinel node postitive melanoma

• Prediction of 28-day risk of ICU admission and death in patients
presenting at the emergency department with suspected COVID-
19

• Risk-based evaluation of teriparatide treatment effect heterogene-
ity compared to treatment with oral bisphosphonates in patients
with osteoporosis

We developed and externally validated a nomogram for the prediction of 5-year
risk of recurrence, distant metastasis, and overall mortality for positive sentinel
node (SN) melanoma patients. We initially fitted a Cox regression model for
recurrence using four baseline covariates. Models for distant metastasis and
overall mortality were derived by recalibrating the baseline hazard and the
slope of the recurrence prediction model. As the MSLT-II trial44 found no
survival benefit for completion lymph node dissection the number of involved
non-SNs will often not be available when risk stratifying positive SN melanoma
patients. In our prediction model we found minor performance drop when using
SN tumor burden as a surrogate. In addition, the developed prediction models
were better able to discriminate high from low risk patients compared to the
American Joint Committee on Cancer staging system, thus identifying a more
robust low-risk group in whom it may be justified to forego adjuvant therapy.
We developed models for the prediction of 28-day mortality and admission
to the intensive care unit (ICU) in patients presenting at the emergency de-
partment with suspected COVID-19. The prediction models were developed
in patients from four hospitals in the Netherlands during the first COVID-19
wave (March through August 2020) and temporally validated on patients of
the second wave (September through December 2020). The proposed models
were based on quickly and objectively obtainable predictors. Prediction of ICU
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admission risk is challenging as it depends on national, regional or hospital
practices, as well ICU bed availability. In addition, as was already pointed out
in Chapter 6, patients admitted to the ICU tended to be younger than the
patients being discharged due to decisions not to admit frail patients. For the
development of our prediction model for ICU admission, the strong correlation
between death and need for intensive care was exploited, by recalibrating the
mortality prediction model for the outcome of ICU admission. The prediction
models displayed good performance (discrimination and calibration) in the val-
idation set, were easy to use, and were freely available online and in mobile
applications.
The prediction models of Chapter 5 and Chapter 6 are applicable to the
populations from which the model development samples were drawn. The
general problem of transportability of prediction models in space and time is
an important issue, that needs to be considered when evaluating prediction
models117,183. Patient populations can vary substantially over time as they be-
come older, In addition, the characteristics of populations located in different
places may be significantly different compared to the model development pop-
ulation – beyond those represented in the prediction model – and disparities
in data capture may also be present. To give insight into its transportability,
we externally validated the EORTC-DeCOG nomgram of Chapter 5 in data
from Germany and adopted a leave-one-center-out validation approach for the
COPE prediction model of Chapter 6.
Prediction models for COVID-19 are not easily transportable to settings out-
side the ones they were actually developed93. Response to COVID-19 has been
characterized with large geographical and temporal disparities93, as have the
severity and progression of disease. Therefore, our developed prediction model
of Chapter 6 could be safely applied to aid medical decision making in the
Netherlands during the earlier stages of the pandemic. However, its generaliz-
ability to other healthcare systems needs to be explored. In addition, evaluation
of its temporal validity in subsequent periods is required and, if found neces-
sary, the model should be updated. Recent work has shown promising results
with the application of a model updating framework107.
Finally, we applied the framework presented in Chapter 3 to assess heterogene-
ity of the effect of treatment with teriparatide compared to oral bisphospho-
nates in patients with osteoporosis with regard to three outcomes of interest—
namely hip fracture, major osteoporotic fracture, and vetebral fracture. Capi-
talizing on the OMOP-CDM we were able to include hundreds of thousands of
patients, resulting in one of the first large-scale observational studies exploring
this problem. Overall treatment effect estimates showed negligible differences
between teriparatide and oral bisphosphonates and failed to reproduce results
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from previous randomized controlled trials. Prior clinical trials for evaluat-
ing the effectiveness of teriparatide included patients with severe osteoporosis
whereas our study included all female patients above the age of 50. In addition,
since teriparatide is a newer harder to administer treatment (daily injections)
it is reserved for patients with more severe forms of osteoporosis, often not
responding to oral bisphosphonates. For those reasons the presence of resid-
ual confounding cannot be excluded, as was confirmed by our negative control
analyses. Limiting the analyses to patients at high hip fracture risk and per-
forming recalibration using a large set of negative controls moved our hazard
ratio estimates closer to the ones derived in earlier clinical trials.

8.5 Future research
A review of the fast-growing literature in the observational setting using the
suggested categorization approach needs to be carried out. Due to the added
complexity (large patient numbers, large number of captured covariates, data
quality issues, and many more) focus has shifted from regression modeling meth-
ods to more automated machine-learning approaches. Consequently, treatment
effect modeling and optimal treatment regime methods have become more
prevalent136,181,193. The categorization approach suggested can be used to
guide this endeavor, while also it can be further generalized to account for the
fundamental differences between settings.
A large-scale application of the framework for risk-based assessment of treat-
ment effect heterogeneity in the observational setting should be carried out
to better demonstrate its potential for providing better insight to the derived
overall treatment effect estimates. The comparison of thiazides or thiazide-like
diuretics to ACE inhibitors presented as a demonstration in the presentation of
the framework was based on a limited set of treatments and outcomes used in
a very large observational study171. That study compared first-line treatments
for hypertension across an extensive network of observational databases from
around the world. Extension of the small-scale application to the entire set of
comparisons considered in that study is a realistic aim.
The PATH statement rightly suggested developing the internal prediction
model on the pooled study population to avoid biases in the risk stratified
treatment effect estimates, both on the relative and the absolute scale1,18,91.
Despite this being straightforward to implement within the RCT setting, the
systematic differences of patient characteristics between treatment arms in
the observational setting complicate risk stratification for the evaluation of
treatment effect heterogeneity. In our framework we developed the internal
prediction model on the propensity score matched subset of the study
population. Even though this approach achieves balance between treatment
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arms, it effectively modifies the target population of the prediction model.
Consequently, further research on the modeling approaches of the framework
are required.
The proposed approaches to modeling interactions of baseline risk with treat-
ment compared in the simulation study of Chapter 4 need to be extended to
the observational setting and evaluated in an extensive simulation study. Ex-
tensive literature on machine learning algorithms for estimating conditional av-
erage treatment effects and for correcting overfitted regression-based treatment
effect modeling approaches provides a broad set of candidate methods for the
evaluation of treatment effect heterogeneity on the observational setting5,6,188.
A head-to-head comparison of these methods and the proposed risk-based ap-
proaches can provide further insights into their relative performance and help
guide model selection and implementation in different settings.
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APPENDIX A

A framework for risk-based assessment of
treatment effect heterogeneity
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Table A.1 Baseline characteristics of patients in CCAE, MDCD, and MDCR after stratification on the propensity scores. THZ: new users of
thiazide or thiazide-like diuretics. ACE: new users of ACE inhibitors.

CCAE MDCD MDCR

Characteristic THZ ACE Std. diff THZ ACE Std. diff THZ ACE Std. diff

Age in years 48.7 48.7 0.00 44.6 44.4 0.01 74.3 74.1 0.03
Sex: female 44.5% 0.442 0.01 58.6% 58.5% 0.00 55.1% 55.6% -0.01
Medical history (General)
Chronic obstructive lung disease 1.5% 1.4% 0.01 10.1% 9.4% 0.03 6.9% 6.7% 0.01
Crohn’s disease 0.2% 0.2% 0.00 0.3% 0.3% 0.00 0.2% 0.2% 0.00
Depressive disorder 3.6% 3.5% 0.01 10.9% 10.6% 0.01 2.9% 2.9% 0.00
Diabetes mellitus 0.1% 0.2% -0.03 0.2% 0.4% -0.04 0.0% 0.0% -0.01
Gastroesophageal reflux disease 5.5% 5.3% 0.01 9.4% 9.1% 0.01 7.7% 7.4% 0.01
Gastrointestinal hemorrhage 0.4% 0.4% 0.00 0.9% 0.9% 0.00 1.2% 1.2% 0.00
Human immunodeficiency virus infection 0.2% 0.2% 0.00 1.1% 1.1% 0.00 0.0% 0.1% -0.01
Hyperlipidemia 21.1% 21.5% -0.01 20.6% 20.8% -0.01 27.0% 26.8% 0.00
Obesity 8.0% 7.9% 0.00 17.8% 17.6% 0.01 2.9% 2.8% 0.00
Osteoarthritis 1.9% 1.8% 0.01 6.1% 5.8% 0.01 6.2% 5.9% 0.01
Pneumonia 0.4% 0.3% 0.01 1.7% 1.6% 0.00 0.3% 0.3% 0.00
Psoriasis 0.9% 0.8% 0.00 0.8% 0.7% 0.01 0.8% 0.9% -0.01
Rheumatoid arthritis 0.8% 0.7% 0.01 1.3% 1.3% 0.00 1.5% 1.5% 0.00
Ulcerative colitis 0.2% 0.2% 0.00 0.2% 0.2% 0.00 0.3% 0.3% 0.00
Urinary tract infectious disease 5.3% 5.0% 0.01 10.5% 10.2% 0.01 8.3% 8.0% 0.01
Viral hepatitis C 0.1% 0.1% 0.00 1.8% 1.8% 0.00 0.1% 0.1% 0.00
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Table A.1 Continued.

CCAE MDCD MDCR

Characteristic THZ ACE Std. diff THZ ACE Std. diff THZ ACE Std. diff

Medical history (Cardiovascular disease)
Atrial fibrillation 0.3% 0.3% 0.00 0.9% 0.8% 0.01 3.1% 2.9% 0.02
Cerebrovascular disease 0.4% 0.4% 0.00 0.9% 0.9% 0.00 2.4% 2.4% 0.00
Coronary arteriosclerosis 0.8% 0.9% -0.01 1.4% 1.3% 0.01 4.6% 4.4% 0.01
Heart disease 0.2% 0.2% 0.00 0.6% 0.6% 0.00 0.6% 0.6% 0.00
Heart failure 0.1% 0.1% 0.00 0.8% 0.7% 0.01 0.2% 0.2% 0.00
Ischemic heart disease 0.0% 0.0% 0.00 0.0% 0.0% 0.00 0.1% 0.1% -0.01
Pulmonary embolism 0.1% 0.1% 0.00 0.3% 0.3% 0.01 0.1% 0.1% 0.00
Venous thrombosis 0.1% 0.1% 0.00 0.2% 0.2% 0.01 0.3% 0.3% 0.00
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Table A.2 Number of patients, person years, and events in risk strata of acute MI across
all databases. RG-1 represents patients at acute MI risk below 1%, RG-2 represents
patients at acute Mi risk between 1% and 1.5%, and RG-3 represents patients at acute MI
risk larger than 1.5%.

Thiazide or thiazide-like diuretics ACE inhibitors

Database Risk group Patients Person years Outcomes Patients Person years Outcomes

CCAE
RG-1 347,892 200,792 368 874,820 550,857 1,500
RG-2 5,576 2,760 23 37,950 23,408 169
RG-3 2,358 1,042 14 17,599 9,902 144

MDCD
RG-1 39,144 14,584 22 61,229 28,408 109
RG-2 7,798 3,371 13 19,066 9,823 78
RG-3 7,893 3,484 41 26,197 13,250 253

MDCR
RG-1 9,635 6,861 19 22,407 16,157 55
RG-2 14,944 9,985 48 40,296 29,365 216
RG-3 13,303 7,796 94 43,149 29,468 461
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Figure A.1: Systematic error in risk groups of CCAE. Effect size estimates for the negative
controls (true hazard ratio = 1) within strata of predicted acute MI risk. Estimates below the
diagonal dashed lines are statistically significant (different from the true effect size, alpha =
0.05). RG-1 represents patients in CCAE whose acute MI predicted risk is below 1%; RG-2
represents patients whose acute MI predicted risk is between 1% and 1.5%; RG-3 represents
patients whose acute MI predicted risk is larger than 1.5%. A well-calibrated estimator should
have the true effect size (HR = 1) within the 95 percent confidence interval 95 percent of
times.
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Figure A.2: Systematic error in risk groups of MDCD. Effect size estimates for the negative
controls (true hazard ratio = 1) within strata of predicted acute MI risk in MDCD. Estimates
below the diagonal dashed lines are statistically significant (different from the true effect size,
alpha = 0.05). RG-1 represents patients in MDCD whose acute MI predicted risk is below
1%; RG-2 represents patients whose acute MI predicted risk is between 1% and 1.5%; RG-
3 represents patients whose acute MI predicted risk is larger than 1.5%. A well-calibrated
estimator should have the true effect size within the 95 percent confidence interval 95 percent
of times.
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Figure A.3: Systematic error in risk groups of MDCR. Effect size estimates for the negative
controls (true hazard ratio = 1) within strata of predicted acute MI risk in MDCD. Estimates
below the diagonal dashed lines are statistically significant (different from the true effect size,
alpha = 0.05). RG-1 represents patients in MDCD whose acute MI predicted risk is below
1%; RG-2 represents patients whose acute MI predicted risk is between 1% and 1.5%; RG-
3 represents patients whose acute MI predicted risk is larger than 1.5%. A well-calibrated
estimator should have the true effect size within the 95 percent confidence interval 95 percent
of times.
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Figure A.4: Relative treatment effects for the main outcomes in patients without cardiovas-
cular disease. Treatment effect heterogeneity in the subset of patients without cardiovascular
disease for acute myocardial infarction, hospitalization with heart failure, and stroke on the
relative scale (hazard ratios) of thiazide or thiazide-like diuretics within strata of predicted
acute MI risk. RG-1 represents %>% the group of patients with acute MI risk below 1%;
RG-2 represents the group of patients with acute MI risk between 1% and 1.5%; RG-3 repre-
sents the group of patients with acute MI risk larger than 1.5%. Hazard ratios estimated in
CCAE, MDCD, and MDCR are represented by blue, green, and orange circles, respectively.
The bars represent 95% confidence intervals. Values below 1 favor thiazide or thiazide-like
diuretics, while values above 1 favor ACE inhibitors.
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Figure A.5: Relative treatment effects for the safety outcomes in patients without cardiovas-
cular disease. Treatment effect heterogeneity in the subset of patients without cardiovascular
disease for acute renal failure, angioedema, cough, gastrointestinal bleeding, hyperkalemia,
hypokalemia, hyponatremia, hypotension, and kidney disease on the relative scale (hazard
ratios) of thiazide or thiazide-like diuretics within strata of predicted acute MI risk. RG-1
represents the group of patients with acute MI risk below 1%; RG2 represents the group of
patients with acute MI risk between 1% and 1.5%; RG-3 represents the group of patients
with acute MI risk larger than 1.5%. Hazard ratios estimated in CCAE, MDCD, and MDCR
are represented by blue, green, and orange circles, respectively. The bars represent 95% con-
fidence intervals. Values below 1 favor thiazide or thiazide-like diuretics, while values above
1 favor ACE inhibitors.
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Figure A.6: Absolute treatment effects for the main outcomes in patients without cardiovas-
cular disease. Treatment effect heterogeneity in the subset of patients without cardiovascular
disease acute myocardial infarction, hospitalization with heart failure, and stroke on the abso-
lute scale of thiazide or thiazide-like diuretics within strata of predicted acute MI risk. RG-1
represents the group of patients with acute MI risk below 1%; RG-2 represents the group of
patients with acute MI risk between 1% and 1.5%; RG-3 represents the group of patients with
acute MI risk larger than 1.5%. Absolute treatment effects estimated in CCAE, MDCD, and
MDCR are represented by blue, green, and orange circles, respectively. The bars represent
95% confidence intervals. Values above 0 favor thiazide or thiazide-like diuretics, while values
below 0 favor ACE inhibitors.
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Figure A.7: Absolute treatment effects for the safety outcomes in patients without cardio-
vascular disease. Treatment effect heterogeneity in the subset of patients without cardiovascu-
lar disease for acute renal failure, angioedema, cough, gastrointestinal bleeding, hyperkalemia,
hypokalemia, hyponatremia, hypotension, and kidney disease on the absolute scale of thiazide
or thiazide-like diuretics within strata of predicted acute MI risk. RG-1 represents the group
of patients with acute MI risk below 1%; RG-2 represents the group of patients with acute
MI risk between 1% and 1.5%; RG-3 represents the group of patients with acute MI risk
larger than 1.5%. Absolute treatment effects estimated in CCAE, MDCD, and MDCR are
represented by blue, green, and orange circles, respectively. The bars represent 95% confi-
dence intervals. Values above 0 favor thiazide or thiazide-like diuretics, while values below 0
favor ACE inhibitors.
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Figure A.8: Relative treatment effects for the main outcomes in patients with cardiovascular
disease. Treatment effect heterogeneity in the subset of patients with cardiovascular disease
for acute myocardial infarction, hospitalization with heart failure, and stroke on the relative
scale (hazard ratios) of thiazide or thiazide-like diuretics within strata of predicted acute MI
risk. RG-1 represents the subgroup of patients with acute MI risk below 1%; RG-2 represents
the group of patients with acute MI risk between 1% and 1.5%; RG-3 represents the group
of patients with acute MI risk larger than 1.5%. Values below 1 favor thiazide or thiazide-
like diuretics, while values above 1 favor ACE inhibitors. Hazard ratios estimated in CCAE
and MDCD are represented by blue and green circles, respectively. The bars represent 95%
confidence intervals. Results in MDCR are not presented because the majority of the patients
were at risk above 1.5% for acute MI.
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Figure A.9: Relative treatment effects for the safety outcomes in patients with cardiovas-
cular disease. Treatment effect heterogeneity in the subset of patients with cardiovascular
disease for acute renal failure, angioedema, cough, gastrointestinal bleeding, hyperkalemia,
hypokalemia, hyponatremia, hypotension, and kidney disease on the relative scale (hazard
ratios) of thiazide or thiazide-like diuretics within strata of predicted acute MI risk. RG-1
represents the group of patients with acute MI risk below 1%; RG2 represents the group of
patients with acute MI risk between 1% and 1.5%; RG-3 represents the group of patients
with acute MI risk larger than 1.5%. Hazard ratios estimated in CCAE and MDCD are
represented by blue and green circles, respectively. The bars represent 95% confidence inter-
vals. Values below 1 favor thiazide or thiazide-like diuretics, while values above 1 favor ACE
inhibitors. Results in MDCR are not presented because the majority of the patients were at
risk above 1.5% for acute MI.
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Figure A.10: Absolute treatment effects for the main outcomes in patients with cardiovas-
cular disease. Treatment effect heterogeneity in the subset of patients with cardiovascular
disease for the main outcomes of interest on the absolute scale of thiazide or thiazide-like
diuretics within strata of predicted acute MI risk. RG-1 represents the group of patients with
acute MI risk below 1% RG-2 represents the group of patients with acute MI risk between 1%
and 1.5% RG-3 represents the group of patients with acute MI risk larger than 1.5% Absolute
treatment effects estimated in CCAE and MDCD are represented by blue and green circles,
respectively. The bars represent 95% confidence intervals. Values above 0 favor thiazide or
thiazide-like diuretics, while values below 0 favor ACE inhibitors. Results in MDCR are not
presented because the majority of the patients were at risk above 1.5% for acute MI.
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Figure A.11: . Absolute treatment effects for the safety outcomes in patients with cardio-
vascular disease. Treatment effect heterogeneity in the subset of patients with cardiovascular
disease for acute renal failure, angioedema, cough, gastrointestinal bleeding, hyperkalemia,
hypokalemia, hyponatremia, hypotension, and kidney disease on the absolute scale of thi-
azide or thiazide-like diuretics within strata of predicted acute MI risk. RG-1 represents the
group of patients with acute MI risk below 1%; RG-2 represents the group of patients with
acute MI risk between 1% and 1.5%; RG-3 represents the group of patients with acute MI risk
larger than 1.5%. Absolute treatment effects estimated in CCAE and MDCD are represented
by blue and green circles, respectively. The bars represent 95% confidence intervals. Values
above 0 favor thiazide or thiazide-like diuretics, while values below 0 favor ACE inhibitors.
Results in MDCR are not presented because the majority of the patients were at risk above
1.5% for acute MI.
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APPENDIX B. INDIVIDUALIZED TREATMENT EFFECTS

B.1 Notation
We observe RCT data (𝑍, 𝑋, 𝑌 ), where for each patient 𝑍𝑖 = 0, 1 is the treat-
ment status, 𝑌𝑖 = 0, 1 is the observed outcome and 𝑋𝑖 is a set of covariates
measured. Let {𝑌𝑖(𝑧), 𝑧 = 0, 1} denote the unobservable potential outcomes.
We observe 𝑌𝑖 = 𝑍𝑖𝑌𝑖(1) + (1 − 𝑍𝑖)𝑌𝑖(0). We are interested in predicting the
conditional average treatment effect (CATE),

𝜏(𝑥) = 𝐸{𝑌 (0) − 𝑌 (1)|𝑋 = 𝑥}

Assuming that (𝑍, 𝑋, 𝑌 ) is a random sample from the target population and
that (𝑌 (0), 𝑌 (1)) ⟂⟂ 𝑍|𝑋, as we are in the RCT setting, we can predict CATE
from

𝜏(𝑥) = 𝐸{𝑌 (0) | 𝑋 = 𝑥} − 𝐸{𝑌 (1) | 𝑋 = 𝑥}
= 𝐸{𝑌 | 𝑋 = 𝑥, 𝑍 = 0} − 𝐸{𝑌 | 𝑋 = 𝑥, 𝑍 = 1}

Based on an estimate of baseline risk

𝐸{𝑌 | 𝑋 = 𝑥, 𝑍 = 0} = 𝑔( ̂𝑙𝑝(𝑥))

with �̂� = ̂𝑙𝑝(𝑥) = 𝑥𝑡 ̂𝛽 the linear predictor and 𝑔 the link function, we predict
CATE from

̂𝜏 (𝑥) = 𝑔(𝑓(�̂�, 0)) − 𝑔(𝑓(�̂�, 1))
where 𝑓(𝑢, 𝑧) describes interactions of the baseline risk linear predictor with
treatment.

B.2 Simulation settings
For all patients we observe covariates 𝑋1, … , 𝑋8, of which 4 are continuous and
4 are binary. More specifically,

𝑋1, … , 𝑋4 ∼ 𝑁(0, 1)
𝑋5, … , 𝑋8 ∼ 𝐵(1, 0.2)

We first, generate the binary outcomes 𝑌 for the untreated patients (𝑍 = 0),
based on

𝑃(𝑌 (0) = 1 | 𝑋 = 𝑥) = 𝑔(𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽8𝑥8) = 𝑔(𝑙𝑝0), (B.1)

where
𝑔(𝑥) = 𝑒𝑥

1 + 𝑒𝑥
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For treated patients, outcomes are generated from:

𝑃(𝑌 = 1 | 𝑋 = 𝑥, 𝑍 = 1) = 𝑔(𝑙𝑝1)

where
𝑙𝑝1 = 𝛾2(𝑙𝑝0 − 𝑐)2 + 𝛾1(𝑙𝑝0 − 𝑐) + 𝛾0

B.2.1 Base-case scenario
The base-case scenario assumes a constant odds ratio of 0.8 in favor of treat-
ment. The simulated datasets are of size 𝑛 = 4250, where treatment is allocated
at random using a 50/50 split (80% power for the detection of an unadjusted
OR of 0.8, assuming an event rate of 20% in the untreated arm). Outcome
incidence in the untreated population is set at 20%. For the development of
the prediction model we use the model defined in equation B.1 including a
constant treatment effect. When doing predictions, 𝑍 is set to 0. The value of
the true 𝛽 is such that the above prediction model has an AUC of 0.75.
The previously defined targets are achieved when 𝛽 = (−2.08, 0.49, … , 0.49)𝑡.
For the derivations in the treatment arm we use 𝛾 = (log(0.8), 1, 0)𝑡.

B.2.2 Deviations from base-case
We deviate from the base-case scenario in two ways. First, we alter the overall
target settings of sample size, overall treatment effect and prediction model
AUC. In a second stage, we consider settings that violate the assumption of a
constant relative treatment effect, using a model-based approach.
For the first part, we consider:

• Sample size:
– 𝑛 = 1064
– 𝑛 = 17000

• Overall treatment effect:
– 𝑂𝑅 = 0.5
– 𝑂𝑅 = 1

• Prediction performance:
– 𝐴𝑈𝐶 = 0.65
– 𝐴𝑈𝐶 = 0.85

We set the true risk model coefficients to be 𝛽 = ( − 1.63, 0.26, … , 0.26)𝑡 for
𝐴𝑈𝐶 = 0.65 and 𝛽 = ( − 2.7, 0.82, … , 0.82)𝑡 for 𝐴𝑈𝐶 = 0.85. In both cases,
𝛽0 is selected so that an event rate of 20% is maintained in the control arm.
For the second part linear, quadratic and non-monotonic deviations from the
assumption of constant relative effect are considered. We also consider differ-
ent intensity levels of these deviations. Finally, constant absolute treatment-
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related harms are introduced, i.e. positive (0.25 × true average benefit), strong
positive (0.50×true average benefit) and negative (−0.25×true average benefit;
i.e. constant absolute treatment-related benefit). In case of true absent treat-
ment effects, treatment-related harms are set to 1%, 2% and −1% for positive,
strong positive and negative setting, respectively. The settings for these devi-
ations are defined in online Table S11.

B.3 Approaches to individualize benefit predic-
tions

B.3.1 Risk modeling
Merging treatment arms, we develop prediction models including a constant
relative treatment effect:

𝑃(𝑌 = 1 | 𝑋 = 𝑥, 𝑍 = 𝑧) = 𝑔(𝑥𝑡𝛽 + 𝛿0𝑧) (B.2)

We derive baseline risk predictions for patients by setting 𝑍 = 0 in @ref(eq-
risk). All methods for individualizing benefit predictions are 2-stage methods,
that start by fitting a model for predicting baseline risk. The estimated linear
predictor of this model is

̂𝑙𝑝 = 𝑙𝑝(𝑥; ̂𝛽) = 𝑥𝑡 ̂𝛽

B.3.2 Risk stratification
Derive a prediction model using the same approach as above and divide the
population in equally sized risk-based subgroups. Estimate subgroup-specific
absolute benefit from the observed absolute differences. Subject-specific ben-
efit predictions are made by attributing to individuals their corresponding
subgroup-specific estimate.

B.3.3 Constant treatment effect
Assuming a constant relative treatment effect, fit the adjusted model in Equa-
tion B.2. Then, predict absolute benefit using

̂𝜏 (𝑥; ̂𝛽, ̂𝛾) = 𝑔(𝑓( ̂𝑙𝑝, 0)) − 𝑔(𝑓( ̂𝑙𝑝, 1)), (B.3)

where 𝑓( ̂𝑙𝑝, 𝑧) = ̂𝑙𝑝 + ̂𝛿0𝑧, with ̂𝛿0 the estimated relative treatment effect (log
odds ratio).

1https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-023-01889-6
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B.4. ADAPTIVE MODEL SELECTION FREQUENCIES

B.3.4 Linear interaction
We relax the assumption of a constant relative treatment effect in Equation B.3
by setting

𝑓( ̂𝑙𝑝, 𝑧) = 𝛿0 + 𝛿1𝑧 + 𝛿2 ̂𝑙𝑝 + 𝛿3𝑧 ̂𝑙𝑝

B.3.5 Restricted cubic splines
Finally, we drop the linearity assumption and predict absolute benefit using
smoothing with restricted cubic splines with 𝑘 = 3, 4 and 5 knots. More specif-
ically, we set:

𝑓( ̂𝑙𝑝, 𝑧) = 𝛿0 + 𝛿1𝑧 + 𝑧𝑠( ̂𝑙𝑝)
where

𝑠(𝑥) = 𝛼0 + 𝛼1ℎ1(𝑥) + 𝛼2ℎ2(𝑥) + ⋯ + 𝛼𝑘−1ℎ𝑘−1(𝑥)
with ℎ1(𝑥) = 𝑥 and for 𝑗 = 2, … , 𝑘 − 2

ℎ𝑗+1(𝑥) = (𝑥 − 𝑡𝑗)3 − (𝑥 − 𝑡𝑘−1)3
+

𝑡𝑘 − 𝑡𝑗
𝑡𝑘 − 𝑡𝑘−1

+ (𝑥 − 𝑡𝑘)3
+

𝑡𝑘−1 − 𝑡𝑗
𝑡𝑘 − 𝑡𝑘−1

where 𝑡1, … , 𝑡𝑘 are the selected knots61.

B.4 Adaptive model selection frequencies

Figure B.1: Model selection frequencies of the adaptive approach based on Akaike’s In-
formation Criterion across 500 replications. The scenario with the true constant relative
treatment effect (first panel) had a true prediction AUC of 0.75 and sample size of 4,250.
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Figure B.2: Model selection frequencies of the adaptive approach based on Akaike’s Infor-
mation Criterion across 500 replications. Sample size is 17,000.

Figure B.3: Model selection frequencies of the adaptive approach based on Akaike’s Infor-
mation Criterion across 500 replications. AUC is 0.85.

B.5 Discrimination and calibration for benefit
The c-for-benefit represents the probability that from two randomly chosen
matched patient pairs with unequal observed benefit, the pair with greater
observed benefit also has a higher predicted benefit. To be able to calculate
observed benefit, patients in each treatment arm are ranked based on their pre-
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B.5. DISCRIMINATION AND CALIBRATION FOR BENEFIT

dicted benefit and then matched 1:1 across treatment arms. Observed treat-
ment benefit is defined as the difference of observed outcomes between the
untreated and the treated patient of each matched patient pair. Predicted ben-
efit is defined as the average of predicted benefit within each matched patient
pair.
We evaluated calibration in a similar manner, using the integrated calibration
index (ICI) for benefit9. The observed benefits are regressed on the predicted
benefits using a locally weighted scatterplot smoother (loess). The ICI-for-
benefit is the average absolute difference between predicted and smooth ob-
served benefit. Values closer to represent better calibration.
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Figure B.4: Discrimination for benefit of the considered methods across 500 replications
calculated in a simulated sample of size 500,000. True prediction AUC of 0.75 and sample
size of 17,000.

187



APPENDIX B. INDIVIDUALIZED TREATMENT EFFECTS

0.49
0.50
0.51
0.52
0.53
0.54
0.55
0.56
0.57
0.58
0.59
0.60

Constant Stratified Linear RCS−3 RCS−4 Adaptive

Constant treatment−
 related harm

absent moderate strong

A) Constant treatment effect

0.49
0.50
0.51
0.52
0.53
0.54
0.55
0.56
0.57
0.58
0.59
0.60

Constant Stratified Linear RCS−3 RCS−4 Adaptive

B) Linear high deviation

0.49

0.50

0.51

0.52

0.53

0.54

0.55

0.56

0.57

0.58

0.59

0.60

Constant Stratified Linear RCS−3 RCS−4 Adaptive

C) Quadratic high deviation

0.49

0.50

0.51

0.52

0.53

0.54

0.55

0.56

0.57

0.58

0.59

0.60

Constant Stratified Linear RCS−3 RCS−4 Adaptive

D) Non monotonic deviation

Method

C
−

st
at

is
tic

 fo
r 

be
ne

fit

Figure B.5: Discrimination for benefit of the considered methods across 500 replications
calculated in a simulated sample of size 500,000. True prediction AUC of 0.85 and sample
size of 4,250.
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Figure B.6: Calibration for benefit of the considered methods across 500 replications cal-
culated in a simulated sample of size 500,000. True prediction AUC of 0.75 and sample size
of 17,000.
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Figure B.7: Calibration for benefit of the considered methods across 500 replications cal-
culated in a simulated sample of size 500,000. True prediction AUC of 0.85 and sample size
of 4,250.

B.6 Strong relative treatment effect
Here we present the root mean squared error of the considered methods using
strong constant relative treatment effect (OR = 0.5) as the reference. Again,
the same sample size and prediction performance settings were considered along
with the same settings for linear, quadratic and non-monotonic deviations from
the base case scenario of constant relative treatment effects are considered. All
results can be found at https://arekkas.shinyapps.io/simulation_viewer/.

B.7 Treatment interactions
We carried out a smaller set of simulations, in which we assumed true treatment-
covariate interactions. Sample size was set to 4,250 and the AUC of the true
prediction model was set to 0.75. The following scenarios were considered: 1)
4 true weak positive interactions (OR𝑍=1/OR𝑍=0 = 0.83); 2) 4 strong pos-
itive interactions (OR𝑍=1/OR𝑍=0 = 0.61); 3) 2 weak and 2 strong positive
interactions; 4) 4 weak negative interactions (OR𝑍=1/OR𝑍=0 = 1.17); 5) 4
strong negative interactions (OR𝑍=1/OR𝑍=0 = 1.39); 6) 2 weak and 2 strong
negative interactions; 7) combined positive and negative strong interactions.
We also considered constant treatment-related harms applied on the absolute
scale to all treated patients. The exact settings were: 1) absent treatment-
related harms; 2) moderate treatment-related harms, defined as 25% of the
average true benefit of the scenario without treatment-related harms; 3) strong
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treatment-related harms defined as 50% of the true average benefit of the sce-
nario without treatment-related harms; 4) negative treatment-related harms
(benefit), defined as an absolute risk reduction for treated patients of 50% of
the true average benefit of the scenario without treatment-related harms. The
exact settings can be found in online Table S2.
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Figure B.8: RMSE of the considered methods across 500 replications calculated in a sim-
ulated sample of size 500,000 where treatment-covariate interactions all favoring treatment
were considered.

B.8 Correlated covariates
We analyzed the sensitivity of our results to correlation between baseline char-
acteristics by incuding additional simulation scenarios. We sampled covari-
ates 𝑊1, … , 𝑊8 ∼ 𝑁(0, Σ). We generated four continuous baseline covari-
ates 𝑋1 = 𝑊1, … , 𝑋4 = 𝑊4 and four binary covariates with 20% prevalence
𝑋5 = 𝐼(𝑊5 > 𝑧0.8), 𝑋8 = 𝐼(𝑊8 > 𝑧0.8), where 𝐼 is the indicator function. We
selected the covariance matrix Σ such that cor(𝑋𝑖, 𝑋𝑗) = 0.5, for any 𝑖 ≠ 𝑗.
More precisely, we set Σ as can be seen below:
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Figure B.9: RMSE of the considered methods across 500 replications calculated in a sim-
ulated sample of size 500,000 where treatment-covariate interactions all favoring the control
were considered.
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Figure B.10: RMSE of the considered methods across 500 replications calculated in a
simulated sample of size 500,000 where treatment-covariate interactions 2 favoring treatment
and 2 favoring the control were considered.

191



APPENDIX B. INDIVIDUALIZED TREATMENT EFFECTS

Σ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1 0.5 0.5 0.5 0.708 0.708 0.708 0.708
0.5 1 0.5 0.5 0.708 0.708 0.708 0.708
0.5 0.5 1 0.5 0.708 0.708 0.708 0.708
0.5 0.5 0.5 1 0.708 0.708 0.708 0.708

0.708 0.708 0.708 0.708 1 0.745 0.745 0.745
0.708 0.708 0.708 0.708 0.745 1 0.745 0.745
0.708 0.708 0.708 0.708 0.745 0.745 1 0.745
0.708 0.708 0.708 0.708 0.745 0.745 0.745 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

In order to ensure that the simulated datasets were comparable to the original
main simulation scenarios, i.e. control arm event rate of 20% and true risk model
c-statistic (AUC) equal to the target, we needed to adjust the coefficients of the
true risk model. The exact settings of the simlation scenarios for the sensitivity
analyses can be found in online Table S3.
We found no noticeable differences between methods for individualizing treat-
ment benefit predictions compared to the results of the simulation scenarios
where baseline covariates were assumed to be statistically independent (Fig-
ures B.11 to B.13).
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Figure B.11: RMSE of the sensitivity analyses assuming correlated baseline covariates. All
considered methods were derived using simulated samples of size 4,250 and true prediction
c-statistic of 0.75.
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Figure B.12: RMSE of the sensitivity analyses assuming correlated baseline covariates. All
considered methods were derived using simulated samples of size 17,000 and true prediction
c-statistic of 0.75.
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Figure B.13: RMSE of the sensitivity analyses assuming correlated baseline covariates. All
considered methods were derived using simulated samples of size 4,250 and true prediction
c-statistic of 0.85
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B.9 Empirical illustration
For predicting baseline risk of 30-day mortality we fitted a logistic regression
model with age, Killip class (Killip), systolic blood pressure (sysbp), pulse rate
(pulse), prior myocardial infarction (pmi), location of myocardial infarction
(miloc) and treatment as the covariates. Baseline predictions were made setting
treatment to 0.

𝑃(𝑜𝑢𝑡𝑐𝑜𝑚𝑒 = 1|𝑋 = 𝑥) = expit(𝑙𝑝(𝑥)), (#𝑒𝑞 ∶ 𝑔𝑢𝑠𝑡𝑜1)
where

𝑙𝑝(𝑥) =𝛽0 + 𝛽1age + 𝛽2𝐼(Killip = 𝐼𝐼) + 𝛽3𝐼(Killip = 𝐼𝐼𝐼)+
𝛽4𝐼(Killip = 𝐼𝑉 ) + 𝛽5𝑚𝑖𝑛(sysbp, 120) + 𝛽6pulse+
𝛽7𝑚𝑎𝑥(pulse - 50, 0) + 𝛽8𝐼(pmi = 𝑦𝑒𝑠)+
𝛽9𝐼(miloc = 𝐴𝑛𝑡𝑒𝑟𝑖𝑜𝑟) + 𝛽9𝐼(miloc = 𝑂𝑡ℎ𝑒𝑟)+
𝛾 × treatment

(#𝑒𝑞 ∶ 𝑔𝑢𝑠𝑡𝑜2)

and 𝑒𝑥𝑝𝑖𝑡(𝑥) = 𝑒𝑥
1+𝑒𝑥

Table B.1 Coefficients of the prediction model for 30-day mortality, based on the data
from GUSTO-I trial.

Variable Estimate stderror zvalue pvalue

Intercept -3.020 0.797 -3.788 0.000
Age -0.208 0.053 -3.935 0.000
Killip class = II 0.077 0.002 31.280 0.000
Killip class = III 0.614 0.059 10.423 0.000
Killip class = IV 1.161 0.121 9.566 0.000
Systolic blood pressure 1.921 0.162 11.872 0.000
Pulse rate (1) -0.039 0.002 -20.332 0.000
Pulse rate (2) -0.024 0.016 -1.521 0.128
Previous MI (yes) 0.043 0.016 2.675 0.007
MI location (Other) 0.447 0.056 7.964 0.000
MI location (Anterior) 0.286 0.135 2.126 0.033
Treatment 0.543 0.051 10.625 0.000

B.10 Bootstrap confidence intervals
Bootstrap confidence intervals in Figure 6 of the main manuscript were derived
using the following approach:

1. Draw with replacement a sample 𝐷∗ from the original dataset 𝐷 of the
same size as 𝐷.

2. Fit a logistic regression model 𝑚∗ in 𝐷∗ to predict 30-day mortality using
the same covariates as the initial model 𝑚 estimated in 𝐷.
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3. Using the linear predictor ̂𝑙𝑝∗
of model 𝑚∗, fit models for constant relative

treatment effect, linear interaction of the linear predictor with treatment,
and interaction of treatment with a restricted cubic splines transforma-
tion of the linear predictor in 𝐷∗, as described in the Methods section.

4. Based on 𝑚∗, use predicted risks to stratify 𝐷∗ into risk quarters and
estimate absolute treatment effects within risk strata.

5. Repeat steps 1 through 4 for a total of 𝑏 = 10000 times.
6. Derive the confidence band for each continuous method (not risk stratifi-

cation) as follows:
a. Split the range (0, 0.25] of baseline risk values into 499 equal-length

intervals of the form (𝑝0, 𝑝1], … , (𝑝498, 𝑝499].
b. For a specific point 𝑝𝑘, 𝑘 = 1 … , 499 and each method 𝑖, use the 2.5

and 97.5 percentiles of the 𝑏 absolute benefit estimates to define the
confidence interval (𝑞𝑖,𝑝𝑘

0.025, 𝑞𝑖,𝑝𝑘
0.975).

7. Derive two sets of confidence intervals for the risk stratification approach
as follows:
a. Treatment effect: For each risk quarter identified by the original

model 𝑚 developed on 𝐷, the confidence interval for the mean ab-
solute treatment effect is derived from the 2.5 and 97.5 percentiles
of the mean absolute treatment effects estimated within each risk
quarter across the 𝑏 bootstrap samples.

b. Mean predicted risk: For each risk quarter identified by the origi-
nal model 𝑚, the confidence interval for the quarter-specific mean
predicted risk is derived from the 2.5 and 97.5 percentiles of the
mean predicted risks estimated within each risk quarter across the
𝑏 bootstrap samples.
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APPENDIX C. TERIPARATIDE VS BISPHOSPHONATES

C.1 Cohort definitions
Teriparatide
Cohort Entry Events
People with continuous observation of 365 days before event may enter the
cohort when observing any of the following:

• drug exposures of Teriparatide (Table C.6)
Limit cohort entry events to the earliest event per person.
Inclusion Criteria:

• [Inclusion] Established osteoporosis: Any fracture of the hip, wrist, spine,
shoulder/humerus

– Entry events having at least 1 condition occurrence of osteoporosis
(Table C.4), starting in the 365 days prior to cohort entry start date

• [Inclusion] Women above the age of 50
– Entry events with the following event criteria: who are female > 50

years old
• [Exclusion] No anti-osteoporosis drugs 1 year prior: SERMs (raloxifene,

bazedoxifene), denosumab, abaloparatide (US), romosozumab (US)
– Entry events having no drug exposures of anti-osteoporosis drugs,

other than teriparatide or bisphosphonates (Table C.1), starting in
the 365 days prior to cohort entry start date

• [Exclusion] No oral bisphosphonate treatment
– Entry events having no drug exposures of oral bisphosphonates (Ta-

ble C.3), starting between 365 days before and 0 days before cohort
entry start date.

• [Exclusion] No history of breast cancer
– Entry events having no condition occurrences of breast cancer (Table

C.2), starting any time prior to cohort entry start date.
• [Exclusion] No Paget’s disease

– Entry events having no condition occurrences of Paget’s disease of
bone (Table C.5), starting any time prior to cohort entry start date

Cohort Exit
The person exits the cohort at the end of continuous observation.
Cohort Eras
Entry events will be combined into cohort eras if they are within 0 days of each
other.
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Oral bisphosphonates
Cohort Entry Events
People with continuous observation of 365 days before event may enter the
cohort when observing any of the following:

• drug exposures of oral bisphosphonates (Table C.3)
Limit cohort entry events to the earliest event per person.
Inclusion Criteria:

• [Inclusion] Established osteoporosis: Any fracture of the hip, wrist, spine,
shoulder/humerus ** Entry events having at least 1 condition occurrence
of ‘[PR] Osteoporosis’, starting in the 365 days prior to cohort entry start
date.

• [Inclusion] Women above the age of 50
– Entry events with the following event criteria: who are female > 50

years old.
• [Exclusion] No anti-osteoporosis drugs 1 year prior: SERMs(raloxifene,

bazedoxifene), denosumab, abaloparatide (US), romosozumab (US)
– Entry events having no drug exposures of anti-osteoporosis drugs,

other than teriparatide or bisphosphonates (C.1), starting in the
365 days prior to cohort entry start date.

• [Exclusion] No teriparatide treatment
– Entry events having no drug exposures of teriparatide (Table C.6),

starting in the 365 days prior to cohort entry start date.
• [Exclusion] No history of breast cancer

– Entry events having no condition occurrences of breast cancer (Table
C.2), starting any time prior to cohort entry start date.

• [Exclusion] No Paget’s disease
– Entry events having no condition occurrences of Paget’s disease of

bone (Table C.5), starting any time prior to cohort entry start date
Cohort Exit
The person exits the cohort at the end of continuous observation.
Cohort Eras
Entry events will be combined into cohort eras if they are within 0 days of each
other.

Hip fracture
Cohort Entry Events
People may enter the cohort when observing any of the following:

• condition occurence of hip fracture (Table C.7)
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Restrict entry events to having at most 0 condition occurrences of hip fracture,
starting in the 180 days prior to cohort entry start date. Limit qualifying entry
events to the all events per person.
Cohort Exit
The person exits the cohort at the end of continuous observation.
Cohort Eras
Entry events will be combined into cohort eras if they are within 0 days of each
other.

Major osteoporotic fracture
Cohort Entry Events
People with continuous observation of 180 days before event may enter the
cohort when observing any of the following:

• condition occurrences of hip fracture (Table C.7).
• condition occurrences of vertebral fracture (Table C.8).
• condition occurrences of wrist-forearm-proximal humerus fractures (Table

C.9).
Restrict entry events to with all of the following criteria:

• having at most 0 condition occurrences of hip fracture (Table C.7), start-
ing in the 180 days prior to cohort entry start date.

• having at most 0 condition occurrences of vertebral fracture (Table C.8),
starting in the 180 days prior to cohort entry start date.

• having at most 0 condition occurrences of wrist-forearm-proximal
humerus fractures (Table C.9), starting in the 180 days prior to cohort
entry start date.

Limit these restricted entry events to the earliest event per person.
Cohort Exit
The person exits the cohort at the end of continuous observation.
Cohort Eras
Entry events will be combined into cohort eras if they are within 0 days of each
other.

Vertebral fracture
Cohort Entry Events
People may enter the cohort when observing any of the following:

• condition occurrences of vertebral fracture (Table C.8).
Restrict entry events to having at most 0 condition occurrences of vertebral
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fracture (Table C.8), starting in the 180 days prior to cohort entry start date.
Limit these restricted entry events to the earliest event per person.
Cohort Exit
The person exits the cohort at the end of continuous observation.
Cohort Eras
Entry events will be combined into cohort eras if they are within 0 days of each
other.

Table C.1 Concepts used to define anti-osteoporosis drugs (other than teriparatide or
bisphosphonates).

Concept Id Concept name Domain Vocabulary Excluded Decendants

1594148 abaloparatide Drug RxNorm NO YES
44506794 bazedoxifene Drug RxNorm NO YES
40222444 denosumab Drug RxNorm NO YES
1513103 Raloxifene Drug RxNorm NO YES
1511251 romosozumab Drug RxNorm NO YES
19000815 Strontium Drug RxNorm NO YES

Table C.2 Concepts used to define breast cancer.

Concept Id Concept name Domain Vocabulary Excluded Decendants

4112853 Malignant tumor of breast Condition SNOMED NO YES

Table C.3 Concepts used to define oral bisphosphonates.

Concept Id Concept name Domain Vocabulary Excluded Decendants
1557272 Alendronate Drug RxNorm NO YES
21604152 alendronic acid Drug ATC NO YES
1512480 Ibandronate Drug RxNorm NO YES
21604154 ibandronic acid Drug ATC NO YES
1516800 Risedronate Drug RxNorm NO YES
21604155 risedronic acid Drug ATC NO YES
1524674 zoledronic acid Drug RxNorm NO YES
21604156 zoledronic acid Drug ATC NO YES
40241457 zoledronic acid 0.04 MG/ML [Zometa] Drug RxNorm YES YES
1524677 zoledronic acid 0.8 MG/ML Drug RxNorm YES YES
21114423 zoledronic acid 4 MG [Zometa] Drug RxNorm Extension YES YES
42956218 zoledronic acid Injectable Solution [Zometa] Drug RxNorm Extension YES YES
42956220 zoledronic acid Injectable Solution [ZOMETA READY] Drug RxNorm Extension YES YES
41112021 zoledronic acid Injectable Suspension [Zometa] Drug RxNorm Extension YES YES
1593366 zoledronic acid Injection [Zometa] Drug RxNorm YES YES
36787242 zoledronic acid Intravenous Solution [Zometa] Drug RxNorm Extension YES YES
36882768 zoledronic acid Prefilled Syringe [Zometa] Drug RxNorm Extension YES YES
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Table C.4 Concepts used to define osteoporosis

Concept Id Concept name Domain Vocabulary Excluded Decendants

4138275 Fracture dislocation of wrist joint Condition SNOMED NO YES
45763653 Fracture of bone of hip region Condition SNOMED NO YES
4218884 Fracture of carpal bone Condition SNOMED NO YES
442619 Fracture of humerus Condition SNOMED NO YES
4174520 Fracture of vertebral column Condition SNOMED NO YES
80502 Osteoporosis Condition SNOMED NO YES

Table C.5 Concepts used to define Paget’s disease.

Concept Id Concept name Domain Vocabulary Excluded Decendants

4003461 Paget’s disease-clavicle Condition SNOMED NO YES
4002990 Paget’s disease-femur Condition SNOMED NO YES
4103167 Pagets disease - hip Condition SNOMED NO YES
4001314 Paget’s disease-lumbar spine Condition SNOMED NO YES
4001445 Paget’s disease of humerus Condition SNOMED NO YES
4001981 Paget’s disease of pelvis Condition SNOMED NO YES
4001632 Paget’s disease of skull Condition SNOMED NO YES
4001313 Paget’s disease-thoracic spine Condition SNOMED NO YES
4003464 Paget’s disease-tibia Condition SNOMED NO YES

Table C.6 Concepts used to define treatment with teriparatide.

Concept Id Concept name Domain Vocabulary Excluded Decendants Mapped

1521987 Teriparatide Drug RxNorm NO YES NO

Table C.7 Concepts used to define hip fracture.

Concept Id Concept Name Domain Vocabulary Excluded Descendants

433856 Fracture of neck of femur Condition SNOMED NO YES
4167913 Open fracture of femur, subcapital Condition SNOMED YES YES
436248 Open fracture of neck of femur Condition SNOMED YES YES
4012436 Open fracture of proximal femur, pertrochanteric Condition SNOMED YES YES
4015976 Open fracture proximal femur,subcapital, Garden grade unspec Condition SNOMED YES YES
4015975 Open fracture proximal femur, transepiphyseal Condition SNOMED YES YES
4230399 Closed fracture of hip Condition SNOMED NO YES
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Table C.8 Concepts used to define vertebral fracture.

Concept Id Concept Name Domain Vocabulary Excluded Descendants

36211121 Lumbar vertebral fracture Condition MedDRA NO YES
36211124 Thoracic vertebral fracture Condition MedDRA NO YES
45757320 Osteoporotic fracture of vertebra Condition SNOMED NO YES
4013604 Closed fracture lumbar vertebra Condition SNOMED NO YES
4013596 Closed fracture thoracic vertebra Condition SNOMED NO YES

Table C.9 Concepts used to define wrist/forearm/proximal humerus fractures.

Concept Id Concept Name Domain Vocabulary Excluded Descendants

440230 Closed fracture of proximal humerus, anatomical neck Condition SNOMED NO YES
441699 Closed fracture proximal humerus, greater tuberosity Condition SNOMED NO YES
4013920 Closed fracture proximal humerus, neck Condition SNOMED NO YES
36211130 Forearm fracture Condition MedDRA NO YES
432472 Open fracture of proximal humerus, anatomical neck Condition SNOMED NO YES
437690 Open fracture proximal humerus, greater tuberosity Condition SNOMED NO YES
4009431 Open fracture proximal humerus, neck Condition SNOMED NO YES
36211137 Wrist fracture Condition MedDRA NO YES

C.2 Patient characteristics
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Table C.10 Characteristics of patients in CCAE receiving teriparatide or bisphosphonates before and after matching on the propensity score.

Before matching After matching

Characteristic Teriparatide (%) Bisphosphonates (%) Std. diff Teriparatide (%) Bisphosphonates (%) Std. diff

Medical history: General
Attention deficit hyperactivity disorder 1.2 0.5 0.08 1.2 1.2 0
Chronic obstructive lung disease 11.3 6.3 0.18 10.8 10.9 -0.01
Crohn’s disease 1.8 0.7 0.09 1.8 1.8 0
Depressive disorder 16.6 9 0.23 16 17.1 -0.03
Diabetes mellitus 0.2 0.1 0.02 0.2 0.3 -0.01
Gastroesophageal reflux disease 27.6 14.8 0.32 26.4 27.5 -0.02
Gastrointestinal hemorrhage 3.3 1.8 0.1 3.3 3.4 -0.01
Human immunodeficiency virus infection 0.2 0.1 0.02 0.2 0.2 -0.01
Hyperlipidemia 41.1 35.8 0.11 39.7 40.6 -0.02
Hypertensive disorder 0.5 0.3 0.03 0.5 0.5 0
Obesity 7.1 4.3 0.12 6.8 7.5 -0.03
Osteoarthritis 14.9 8.3 0.21 14.3 14.5 -0.01
Pneumonia 1.8 0.7 0.1 1.6 1.9 -0.02
Psoriasis 2.7 1.6 0.08 2.6 2.6 0
Rheumatoid arthritis 10.1 5.1 0.19 9.8 10.2 -0.01
Schizophrenia 0.1 0.1 0.01 0.1 0.1 0
Ulcerative colitis 1.8 0.8 0.08 1.7 1.6 0.01
Urinary tract infectious disease 33.5 21.8 0.26 31.9 32.7 -0.02
Viral hepatitis C 0.8 0.3 0.06 0.8 0.7 0.01
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Table C.10 Continued.

Before matching After matching

Characteristic Teriparatide (%) Bisphosphonates (%) Std. diff Teriparatide (%) Bisphosphonates (%) Std. diff

Medical history: Cardiovascular disease
Atrial fibrillation 3.1 1.6 0.1 3 3.1 0
Cerebrovascular disease 1.9 1.1 0.07 1.8 1.8 0
Coronary arteriosclerosis 5.6 3.4 0.11 5.4 5.4 0
Heart disease 1.8 0.8 0.09 1.8 1.6 0.01
Heart failure 1.1 0.4 0.09 1.1 1.1 0
Ischemic heart disease 0.2 0.1 0.02 0.2 0.2 0
Pulmonary embolism 0.4 0.1 0.05 0.4 0.4 0
Venous thrombosis 1.2 0.5 0.07 1 1.2 -0.01
Medical history: Neoplasms
Malignant lymphoma 0.5 0.3 0.02 0.5 0.5 0
Malignant neoplastic disease 0.4 0.3 0.02 0.4 0.4 0
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Table C.11 Characteristics of patients in MDCR receiving teriparatide or bisphosphonates before and after matching on the propensity score.

Before matching After matching

Characteristic Teriparatide (%) Bisphosphonates (%) Std. diff Teriparatide (%) Bisphosphonates (%) Std. diff

Medical history: General
Attention deficit hyperactivity disorder 0.3 0.1 0.04 0.3 0.2 0.02
Chronic obstructive lung disease 25.6 14.4 0.28 23.9 25.3 -0.03
Crohn’s disease 1.3 0.4 0.09 1.3 1.2 0.01
Depressive disorder 14.8 6.5 0.27 14.3 15.5 -0.03
Diabetes mellitus 0.1 0 0.01 0.1 0.1 0
Gastroesophageal reflux disease 33.8 14.8 0.45 31.8 34.5 -0.06
Gastrointestinal hemorrhage 7.3 3.3 0.18 6.7 7.1 -0.01
Human immunodeficiency virus infection 0 0 -0.01 0 0 -0.02
Hyperlipidemia 47.5 33.5 0.29 46.4 48.8 -0.05
Obesity 5.6 3.1 0.12 5.6 6.1 -0.02
Osteoarthritis 27.1 14.7 0.31 25.3 26.9 -0.04
Pneumonia 2.5 0.8 0.13 2.4 2.4 0
Psoriasis 2.6 1.4 0.09 2.6 3 -0.03
Rheumatoid arthritis 11.6 5.2 0.23 11.1 11.4 -0.01
Schizophrenia 0.1 0.1 0.01 0.1 0.1 0
Ulcerative colitis 1.9 0.7 0.11 1.8 1.7 0
Urinary tract infectious disease 38.1 20.5 0.39 36.2 38.2 -0.04
Viral hepatitis C 0.3 0.1 0.04 0.4 0.3 0
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Table C.11 Continued.

Before matching After matching

Characteristic Teriparatide (%) Bisphosphonates (%) Std. diff Teriparatide (%) Bisphosphonates (%) Std. diff

Medical history: Cardiovascular disease
Atrial fibrillation 15.4 9.3 0.19 14.6 15.1 -0.01
Cerebrovascular disease 8.4 4 0.18 7.8 8.1 -0.01
Coronary arteriosclerosis 19.1 11 0.23 17.8 18.3 -0.01
Heart disease 4.4 1.8 0.15 4 4.3 -0.02
Heart failure 2.8 1.2 0.12 2.7 3 -0.02
Ischemic heart disease 0.7 0.4 0.04 0.6 0.7 -0.01
Pulmonary embolism 0.6 0.2 0.06 0.5 0.6 -0.01
Venous thrombosis 1.7 0.9 0.08 1.5 1.9 -0.03
Medical history: Neoplasms
Malignant lymphoma 0.7 0.6 0.02 0.8 1 -0.02
Malignant neoplastic disease 0.7 0.4 0.04 0.6 0.6 -0.01
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Table C.12 Characteristics of patients in Optum-DOD receiving teriparatide or bisphosphonates before and after matching on the propensity
score.

Before matching After matching

Characteristic Teriparatide (%) Bisphosphonates (%) Std. diff Teriparatide (%) Bisphosphonates (%) Std. diff

Medical history: General
Attention deficit hyperactivity disorder 0.8 0.3 0.07 0.8 0.9 -0.01
Chronic obstructive lung disease 22.6 15.3 0.19 22 23.2 -0.03
Crohn’s disease 1.4 0.6 0.08 1.3 1.4 -0.01
Depressive disorder 21.8 11.5 0.28 20.4 22.1 -0.04
Diabetes mellitus 0.3 0.3 0.01 0.3 0.4 -0.02
Gastroesophageal reflux disease 33.2 17.6 0.36 31 32.9 -0.04
Gastrointestinal hemorrhage 6 3 0.14 5.6 5.7 -0.01
Human immunodeficiency virus infection 0.2 0.1 0.02 0.2 0.2 0.01
Hyperlipidemia 56.2 53 0.06 54.4 55.7 -0.03
Obesity 11.3 9.1 0.07 11.5 12.3 -0.02
Osteoarthritis 30.6 20.5 0.23 29 30.1 -0.02
Pneumonia 4.5 2.9 0.08 4.5 4.9 -0.02
Psoriasis 2.8 1.7 0.07 2.6 2.8 -0.02
Rheumatoid arthritis 13.7 6.5 0.24 13 13.5 -0.01
Schizophrenia 0.3 0.3 0 0.3 0.3 0
Ulcerative colitis 1.8 0.8 0.09 1.7 1.6 0.01
Urinary tract infectious disease 41.1 27.6 0.29 39 40.9 -0.04
Viral hepatitis C 1.1 0.5 0.06 1.1 1.1 0
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Table C.12 Continued.

Before matching After matching

Characteristic Teriparatide (%) Bisphosphonates (%) Std. diff Teriparatide (%) Bisphosphonates (%) Std. diff

Medical history: Cardiovascular disease
Atrial fibrillation 10.2 7 0.11 9.5 10.1 -0.02
Cerebrovascular disease 5.4 3.4 0.1 5 5.3 -0.01
Coronary arteriosclerosis 11 6.6 0.16 10.2 10.7 -0.02
Heart disease 4.6 2.6 0.11 4.3 4.4 -0.01
Heart failure 4.8 3.1 0.09 4.9 5.3 -0.02
Ischemic heart disease 0.4 0.3 0.03 0.4 0.4 -0.01
Pulmonary embolism 1 0.6 0.04 1 1.1 -0.01
Venous thrombosis 1.4 0.7 0.07 1.2 1.4 -0.01
Medical history: Neoplasms
Malignant lymphoma 0.3 0.3 0 0.3 0.5 -0.03
Malignant neoplastic disease 0.4 0.3 0.02 0.3 0.5 -0.02
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Table C.13 Characteristics of patients in Optum-EHR receiving teriparatide or bisphosphonates before and after matching on the propensity
score.

Before matching After matching

Characteristic Teriparatide (%) Bisphosphonates (%) Std. diff Teriparatide (%) Bisphosphonates (%) Std. diff

Medical history: General
Acute respiratory disease 0.1 0.1 0 0.1 0.1 0.01
Attention deficit hyperactivity disorder 0.6 0.4 0.03 0.6 0.6 0
Chronic obstructive lung disease 16.9 14 0.08 16.6 17.1 -0.01
Crohn’s disease 1.3 0.7 0.06 1.2 1.1 0.01
Depressive disorder 22 17 0.13 21.2 21.7 -0.01
Diabetes mellitus 1.5 1.3 0.02 1.4 1.4 0.01
Gastroesophageal reflux disease 31.4 24.9 0.15 30 29.9 0
Gastrointestinal hemorrhage 3.7 2.6 0.06 3.5 3.6 0
Human immunodeficiency virus infection 0.1 0.1 -0.01 0.1 0.2 -0.02
Hyperlipidemia 44.6 50.8 -0.12 43.4 42 0.03
Hypertensive disorder 3.5 3.3 0.01 3.4 3.4 0
Obesity 10.3 9.9 0.01 10.1 10.2 0
Osteoarthritis 24.2 20.3 0.09 23.2 23.1 0
Pneumonia 5.2 3.5 0.08 5 5.3 -0.01
Psoriasis 1.7 1.6 0 1.6 1.7 -0.01
Rheumatoid arthritis 10.7 5.9 0.17 10.2 10.7 -0.01
Schizophrenia 0.1 0.3 -0.04 0.1 0.2 -0.02
Ulcerative colitis 1.1 0.7 0.04 1.1 1.1 0
Urinary tract infectious disease 26.1 22.1 0.09 24.7 24.8 0
Viral hepatitis C 0.9 0.7 0.03 0.9 1 -0.01
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Table C.14 Continued.

Before matching After matching

Characteristic Teriparatide (%) Bisphosphonates (%) Std. diff Teriparatide (%) Bisphosphonates (%) Std. diff

Medical history: Cardiovascular disease
Atrial fibrillation 9.8 8.2 0.06 9.6 9.8 -0.01
Cerebrovascular disease 2.8 2.4 0.02 2.6 2.7 -0.01
Coronary arteriosclerosis 8.4 7.2 0.05 8 7.9 0
Heart disease 4.4 3.7 0.03 4.1 4.1 0
Heart failure 3.7 2.8 0.05 3.5 3.7 -0.01
Ischemic heart disease 0.3 0.2 0.03 0.3 0.2 0.02
Pulmonary embolism 1.4 0.8 0.05 1.3 1.4 -0.01
Venous thrombosis 0.9 0.6 0.04 0.8 0.9 -0.01
Medical history: Neoplasms
Malignant lymphoma 0.5 0.5 0 0.5 0.6 -0.01
Malignant neoplastic disease 0.7 0.7 0 0.7 0.8 -0.01
Malignant tumor of colon 0.1 0.1 0 0.1 0.1 0
Malignant tumor of lung 0.1 0.1 0 0.1 0.1 0
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Figure C.1: Follow-up distributions of patients treated with teriparatide or bisphosphonates
across the four databases.
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Figure C.2: Effect size estimates for the negative controls (true hazard ratio of 1) stratified
on baseline hip fracture risk across the four databases.
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Figure C.3: Effect size estimates for the negative controls (true hazard ratio of 1) stratified
on baseline major osteoporotic fracture risk across the four databases.
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Figure C.4: Hazard ratio estimates of the effect of treatment with teriparatide compared
to oral bisphosphonates for the three outcomes of interest (hip fracture, major osteoporotic
fracture, and vertebral fracture) stratified on baseline major osteoporotic fracture risk. Es-
timates are calibrated for unobserved confounding using estimates on 147 negative control
outcomes. We plot in red the meta-analytic estimate across the four databases for each of
the outcomes of interest. We also plot in yellow the hazard ratio estimated in VERO clinical
trial.

Figure C.5: Treatment effect estimates on the absolute scale for the three outcomes of
interest stratified on baseline major osteoporotic fracture risk.
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Summary

In order to provide the most optimal medical care, doctors are advised to align
their clinical treatments with the results of well-conducted clinical trials, or
the aggregated results from multiple such trials, assuming that all patients
experience the same treatment effects—benefits and harms—as the reference
trial population. However, the estimated treatment effect is often an average
of heterogeneous treatment effects and, as such, may not be applicable to most
patient subgroups, let alone individual patients. A patient’s baseline risk—
her or his probability of experiencing an outcome of interest—is an important
determinant of treatment effect. Low-risk patients can only experience minimal
treatment benefit before their risk is reduced to zero, while high-risk patients
can benefit much more. Hence, baseline risk is a crucial component of medical
decision making. For that reason, many treatment guidelines are based on risk
prediction models, i.e., mathematical functions relating the occurence of the
outcome of interest to a set of measured predictors, developed on data available
from clinical trials or observational studies.
Healthcare data is routinely collected by general practitioners, hospitals, in-
surance companies, and many other private or public bodies and is becoming
increasingly available, giving researchers access to large amounts of patient data
that can be used to support medical decisions. However, as prescribing physi-
cians do not suggest treatments at random, analyses of observational healthcare
data often suffer from confounding, i.e., patients receiving a treatment under
study are systematically different from patients treated with the comparator,
therefore complicating comparisons. In addition, the very diverse body of data
collectors has resulted in a plethora of data structures, very often incompatible
with each other, which further complicates the incorporation of multiple data
sources in statistical analyses. Providing a common data structure like the
Observational Medical Outcomes Partnership Common Data Model (OMOP-
CDM) has the potential to enable large multi-cohort observational studies.
The overall aim of this thesis was to explore the use of baseline risk prediction
models as the basis for medical decision making. We studied and applied
methods for the evaluation of treatment effect heterogeneity in both clinical
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trial data and observational data. More specifically, we aimed to systematically
review the existing literature on predictive approaches to the evaluation of
heterogeneity of treatment effect, develop scalable and reproducible risk-based
predictive approaches to the assessment of treatment effect heterogeneity, and
apply risk-based methods to better guide medical decisions.
In Chapter 2 we presented the results of a literature review using a broad
search strategy, complemented by suggestions from a technical expert panel.
We classified the identified approaches into three categories (risk-based meth-
ods, treatment effect modeling, and optimal treatment regimes). Risk-based
methods use only prognostic factors to define patient subgroups, relying on the
mathematical dependency of the absolute risk difference on baseline risk. Treat-
ment effect modeling use both prognostic factors and treatment effect modifiers
to explore characteristics that interact with the effects of therapy on a relative
scale. Finally, optimal treatment regimes focus primarily on treatment effect
modifiers to classify the trial population into those who benefit from treatment
and those who do not.
In Chapter 3 we presented a standardized framework for the evaluation of
treatment effect heterogeneity using a risk-based approach. The proposed
framework consists of five steps: 1) definition of the research aim, including,
the population, the treatment, the comparator and the outcome(s) of interest;
2) identification of relevant databases; 3) development of a prediction model
for the outcome(s) of interest; 4) estimation of relative and absolute treatment
effect within strata of predicted risk, after adjusting for observed confound-
ing; 5) presentation of the results. We demonstrated our framework by eval-
uating heterogeneity of the effect of thiazide or thiazide-like diuretics versus
angiotensin-converting enzyme inhibitors on three efficacy and nine safety out-
comes across three observational databases. We showed that patients at low
risk of acute myocardial infarction receive negligible absolute benefits for all
three efficacy outcomes, though these were more pronounced in the highest risk
group, especially for acute myocardial infarction.
In Chapter 7 we used this framework to study the comparative effectiveness
of teriparatide versus oral bisphosphonates to reduce hip, major osteoporotic
and vertebral fracture risk. We conducted a network cohort study using data
from four medical claims databases, all mapped to OMOP-CDM. We included
all women above the age of 50, who initiated teriparatide or oral bisphospho-
nates and had no history of anti-osteoporotic treatment in the prior year. We
stratified by predicted hip fracture risk to assess risk-based treatment effect
heterogeneity. Overall, we found negligible differences in comparative frac-
ture prevention effectiveness of teriparatide versus oral bisphosphonates, with
a tendency towards favoring teriparatide in patients with high anticipated hip
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fracture risk. However, evidence of unresolved confounding complicated the
interpretation of the results.
In Chapter 4 we presented the results of an extensive simulation study for
the comparison of easily applicable risk-based methods for the prediction of
individualized treatment effects in the setting of randomized controlled trials.
More specifically, we compared models with a constant relative treatment effect,
models including a linear interaction of treatment with the prognostic index of
baseline risk, and models including an interaction of treatment with restricted
cubic spline transformation of the prognostic index. We also considered an
adaptive approach using Akaike’s information criterion for automatically select-
ing among the previous methods. We showed that the linear-interaction model
has optimal or close-to-optimal performance across many simulation scenarios
with moderate sample size. The restricted cubic splines model required strong
non-linear deviations from a constant treatment effect and larger sample size.
We also applied these methods in actual data of the GUSTO-I trial.
In Chapter 5 we developed prediction models for the management of patients
with sentinel node-positive melanoma. We first developed a model for recur-
rence, which we then re-calibrated for the prediction of distant metastasis and
overall mortality, allowing for the prediction of all three outcomes from the
same model with adequate accuracy. An important addition of these models is
that they do not require information on positive lymph nodes after completion
lymph node dissection, which is no longer routine practice for sentinel node-
positive melanoma patients. Finally, we provided a nomogram for graphical
presentation of our derived prediction models.
In Chapter 6 we developed simple and valid models for predicting mortality
and need for intensive care unit admission in patients presenting at the emer-
gency department with suspected COVID-19. We used first-wave patients from
March till August 2020 for model development and second-wave patients from
September till December 2020 for model validation. The final model for pre-
dicting mortality was based on age and logarithmic transforms of respiratory
rate, C-reactive protein, lactate dehydrogenase, albumin, and urea. For the
prediction of admission to the intensive care unit we re-calibrated the mortal-
ity prediction model. Our overall mortality prediction model displayed good
discrimination and calibration across all hospitals in the development dataset.
The resulting COPE models were implemented as a publicly accessible web-
based application and as independent mobile applications. These applications
included a detailed description of the derivation of COPE, descriptions of the
derivation data and reports on model performance.
In conclusion, we divided methodological approaches to the assessment of het-
erogeneity of treatment effect in randomized controlled trials into three cate-
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gories, these are, risk-based approaches, treatment effect modeling approaches,
and optimal treatment regime approaches. For risk-based approaches, we
showed through extensive simulations, that regression models with a linear
interaction of baseline risk with treatment provide a viable option for the pre-
diction of personalized treatment benefits with smaller sample sizes. We suc-
cessfully developed and implemented a risk-based framework for the assessment
of heterogeneity of treatment effect in the observational setting. The use of this
standardized framework in the field of osteoporosis uncovered the potential of
our methodology, while it also demonstrated its limitations due to the obser-
vational nature of the data. Finally, we developed prediction models to aid
decisions for melanoma patients and for COVID-19 patients.
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Samenvatting

Om de meest optimale medische zorg te bieden, wordt artsen geadviseerd om
hun klinische behandelingen af te stemmen op de resultaten van goed uitgevo-
erde gerandomiseerde gecontroleerde studies, of de geaggregeerde resultaten
van meerdere van dergelijke studies, ervan uitgaande dat alle patiënten dezelfde
behandeleffecten - voordelen en nadelen - ervaren als de studiepopulatie. Het
geschatte behandeleffect is echter vaak een gemiddelde van heterogene behan-
deleffecten en is daarom mogelijk niet van toepassing op de meeste subgroepen
van patiënten, laat staan op individuele patiënten. Het uitgangsrisico van
een patiënt - haar of zijn kans op het ervaren van een belangrijke uitkomst
- is een belangrijke determinant van het behandeleffect. Patiënten met een
laag risico kunnen slechts een minimaal voordeel ondervinden van de behandel-
ing voordat hun risico tot nul is gereduceerd, terwijl patiënten met een hoog
risico veel meer voordeel kunnen ondervinden. Daarom is risico een cruciaal
onderdeel van medische besluitvorming. Om die reden zijn veel behandelrichtli-
jnen gebaseerd op risicovoorspelmodellen, d.w.z. wiskundige functies die een
belangrijke uitkomst relateren aan een verzameling gemeten voorspellers, on-
twikkeld op basis van gegevens uit gerandomiseerde gecontroleerde studies of
observationele studies.
Gegevens uit de gezondheidszorg worden routinematig verzameld door huisart-
sen, ziekenhuizen, verzekeringsmaatschappijen en vele andere particuliere of
openbare instanties en komen steeds meer beschikbaar, waardoor onderzoek-
ers toegang krijgen tot grote hoeveelheden patiëntgegevens die kunnen worden
gebruikt om medische beslissingen te ondersteunen. Omdat artsen echter niet
willekeurig behandelingen voorschrijven, hebben analyses van observationele
gezondheidszorggegevens vaak te lijden onder “confounding”, d.w.z. patiënten
die een onderzochte behandeling krijgen, verschillen systematisch van patiën-
ten die een andere behandeling krijgen, waardoor vergelijkingen worden be-
moeilijkt. Bovendien heeft de grote verscheidenheid aan gegevensverzamelaars
geresulteerd in een overvloed aan gegevensstructuren, die vaak niet compatibel
zijn, wat de integratie van meerdere gegevensbronnen in statistische analyses
verder bemoeilijkt. Het aanbieden van een gemeenschappelijke datastructuur
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zoals het Observational Medical Outcomes Partnership Common Data Model
(OMOP-CDM) heeft de potentie om grote multi-cohort observationele studies
mogelijk te maken.
Het doel van dit proefschrift was het verkennen van het gebruik van risicov-
oorspelmodellen als basis voor medische besluitvorming. We hebben metho-
den voor de evaluatie van heterogeniteit van behandeleffecten bestudeerd en
toegepast zowel in gerandomiseerde data als in observationele data. Meer spec-
ifiek beoogden we de bestaande literatuur over voorspellende methoden voor
de evaluatie van heterogeniteit van behandeleffecten systematisch te beoorde-
len, schaalbare en reproduceerbare risicogebaseerde voorspellende benaderin-
gen voor de evaluatie van heterogeniteit van behandeleffecten te ontwikkelen,
en risico-gebaseerde methoden toe te passen om medische beslissingen beter te
sturen.
In hoofdstuk 1 presenteren we de resultaten van een literatuuronderzoek
op basis van een brede zoekstrategie, aangevuld met suggesties van een
panel van technische experts. We hebben de geïdentificeerde benaderingen
in drie categorieën ingedeeld (risicogebaseerde methoden, behandeleffect-
modellering en optimale behandelregimes). Risicogebaseerde methoden
gebruiken alleen prognostische factoren om patiëntsubgroepen te definiëren,
vertrouwend op de wiskundige relatie tussen het absolute risicoverschil en
het uitgangsrisico. Behandeleffect-modellering gebruikt zowel prognostische
factoren als behandeleffect-modificatoren om kenmerken te onderzoeken
die op een relatieve schaal interacteren met de effecten van therapie. Ten
slotte richten optimale behandelregimes zich voornamelijk op behandeleffect-
modificatoren om de onderzoekspopulatie in te delen in degenen die baat
hebben bij behandeling en degenen die dat niet hebben.
In hoofdstuk 2 hebben we een gestandaardiseerd raamwerk gepresenteerd voor
de evaluatie van heterogeniteit van behandeleffecten met behulp van een risico-
gebaseerde benadering. Het voorgestelde raamwerk bestaat uit vijf stappen:
1) definitie van het onderzoeksdoel, inclusief de populatie, de te vergelijken
behandelingen en de belangrijke uitkomst(en); 2) identificatie van relevante
databases; 3) ontwikkeling van een voorspelmodel voor de uitkomst(en); 4)
schatting van het relatieve en absolute behandeleffect binnen strata van voor-
speld risico, na aanpassing voor waargenomen confounding; 5) presentatie van
de resultaten. We hebben ons raamwerk gedemonstreerd met een evaluatie van
de heterogeniteit van het effect van thiazide of thiazide-achtige diuretica ver-
sus angiotensine-converterendeenzymremmers voor drie effectiviteits- en negen
veiligheidsuitkomsten in drie observationele databases. We toonden aan dat
patiënten met een laag risico op een acuut hartinfarct verwaarloosbare abso-
lute voordelen kregen voor alle drie de effectiviteitsuitkomsten, maar dat deze
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voordelen meer uitgesproken waren in de groep met het hoogste risico.
In hoofdstuk 6 hebben we dit raamwerk gebruikt om de effectiviteit te bestud-
eren van teriparatide versus orale bisfosfonaten om het risico op heup-, grote
osteoporotische- en wervelfracturen te verminderen. We voerden een netwerk-
cohortstudie uit met gegevens uit vier databases met medische claims, die
alle gekoppeld waren aan het OMOP-CDM. We includeerden alle vrouwen
ouder dan 50 jaar die begonnen met teriparatide of orale bisfosfonaten en geen
geschiedenis hadden van anti-osteoporotische behandeling in het voorgaande
jaar. We stratificeerden naar voorspeld heupfractuurrisico om de heterogen-
iteit van het behandeleffect te beoordelen. Over het geheel genomen vonden we
verwaarloosbare verschillen in de effectiviteit van de fractuurpreventie van teri-
paratide versus orale bisfosfonaten, met een tendens ten gunste van teriparatide
bij patiënten met een hoog verwacht heupfractuurrisico. De interpretatie van
de resultaten werd echter bemoeilijkt door aanwijzingen van onopgeloste con-
founding.
In hoofdstuk 3 presenteerden we de resultaten van een uitgebreide simulati-
estudie voor de vergelijking van eenvoudig toepasbare risicogebaseerde metho-
den voor de voorspelling van geïndividualiseerde behandeleffecten in de setting
van een gerandomiseerde gecontroleerde studies. Meer specifiek vergeleken we
modellen met een constant relatief behandeleffect, modellen met een lineaire
interactie van behandeling met de prognostische index van het uitgangsrisico
en modellen met een interactie van behandeling met een niet-lineaire trans-
formatie van de prognostische index. We hebben ook een adaptieve aanpak
bestudeerd die gebruik maakt van het Akaike informatiecriterium om automa-
tisch een keuze te maken uit de voorgaande methoden. We toonden aan dat
het lineaire-interactiemodel optimaal of bijna optimaal presteert in veel sim-
ulatiescenario’s met een beperkte steekproefgrootte. Het model met flexibele
transformaties vereiste sterke niet-lineaire afwijkingen van een constant behan-
deleffect en grotere steekproeven. We hebben deze methoden ook toegepast op
werkelijke data van de GUSTO-I trial.
In hoofdstuk 4 ontwikkelden we voorspelmodellen voor het management van
melanoom patiënten met een positieve schildwachtklier. We ontwikkelden eerst
een model voor recidief, dat we vervolgens opnieuw kalibreerden voor de voor-
spelling van afstandsmetastase en mortaliteit, waardoor alle drie de uitkom-
sten met voldoende nauwkeurigheid met hetzelfde model konden worden voor-
speld. Een belangrijke toevoeging van deze modellen is dat ze geen informatie
vereisen over positieve lymfeklieren na volledige lymfeklierdissectie, omdat dit
niet langer routine is voor melanoompatiënten met een positieve schildwachtk-
lier. Tot slot presenteerden we een nomogram als grafische weergave van de
afgeleide voorspelmodellen.
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In hoofdstuk 5 ontwikkelden we eenvoudige en valide modellen voor het voor-
spellen van de mortaliteit en de noodzaak voor opname op de intensive care
van patiënten die zich met een verdenking op COVID-19 op de spoedeisende
hulp meldden. We gebruikten patiënten uit de eerste golf van maart tot augus-
tus 2020 voor modelontwikkeling en patiënten uit de tweede golf van septem-
ber tot december 2020 voor modelvalidatie. Het uiteindelijke model voor het
voorspellen van mortaliteit was gebaseerd op leeftijd en logaritmische trans-
formaties van ademhalingssnelheid, C-reactief proteïne, lactaatdehydrogenase,
albumine en ureum. Voor het voorspellen van opname op de intensive care
hebben we het mortaliteitsvoorspellingsmodel opnieuw gekalibreerd. Het mor-
taliteitsvoorspelmodel vertoonde een goede discriminatie en kalibratie voor alle
ziekenhuizen in de ontwikkelingsdataset. De resulterende COPE-modellen wer-
den geïmplementeerd als een publiek toegankelijke webapplicatie en als on-
afhankelijke mobiele applicaties. Deze applicaties bevatten een gedetailleerde
beschrijving van de afleiding van COPE, beschrijvingen van de gebruikte data
en rapportages over de prestaties van het model.
Concluderend kunnen we stellen dat we methodologische benaderingen voor de
beoordeling van heterogeniteit van behandeleffecten in gerandomiseerde gecon-
troleerde studies hebben onderverdeeld in drie categorieën, namelijk, methoden
op basis van risico’s, methoden op basis van behandeleffectmodellering en meth-
oden op basis van optimale behandelregimes. Voor risico-gebaseerde methoden
toonden we door middel van uitgebreide simulaties aan dat regressiemodellen
met een lineaire interactie van voorspeld risico met de behandeling een goede
optie zijn voor de voorspelling van gepersonaliseerde behandelvoordelen in het
geval van kleinere steekproefgroottes. We hebben met succes een op risico
gebaseerd raamwerk ontwikkeld en geïmplementeerd voor de beoordeling van
heterogeniteit van behandeleffecten in observationele data. Het gebruik van
dit gestandaardiseerde raamwerk op het gebied van osteoporose bracht de po-
tentie van onze methodologie aan het licht, maar toonde ook de beperkingen
vanwege de observationele aard van de data. Tot slot ontwikkelden we voor-
spelmodellen om beslissingen te ondersteunen voor melanoompatiënten en voor
COVID-19-patiënten.
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